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1. [bookmark: _GoBack]Introduction
The issue on the “model performance feedback” arrow has been discussed for many meetings but still left as an FFS last meeting:
Whether to Keep the model performance feedback arrow from model inference to model training using a dash line or together with some clarification text needs to be decided in the next meeting.
In this TDoc, we will show our understanding on this issue and propose a TP accordingly.
2. Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79]For short we can work upon the moderator’s summary of e-mail discussion last meeting (see in P18 of [1]):
	Moderator’s observation:
8/14 companies are fine to keep the model performance feedback arrow from model inference to model training. Many companies think this arrow should be optional since the model evaluation can happen in model training too. 
3/14 companies disagree and believe RAN3 should first understand what performance feedback is. If this is feedback on the performance of e.g. a prediction, then such feedback cannot be achieved until an action is taken and measurements on the actual data (ground truth) is available. In this case, the model evaluation does not happen in model inference. 

However, from moderator’s understanding, if it is a model producing prediction result, then very likely the prediction result is produced using at least historical measurement result. In this sense, by nature model inference has both the historical measurement result and the predicted result generated by itself. 
· For example, in the case of traffic load prediction, data collection will provide cell’s historical load (e.g. from 9am to 10am) to predict load in the future (e.g. from 10am  to 11am).
· If the work flow keeps running, then model inference will be provided with cell’s historical load (e.g. from 10am to 11am) to predict load in the future (e.g. from 11am to 12am)
· In the above example, model inference will have both the actual measured load from 10am to 11am, and the predicted 10am to 11am, it can then evaluate the model performance (e.g., accuracy) by comparing the prediction result and measurement result.


We think the technical analyses of both sides are reasonable.
For the case such as load prediction, the moderator’s understanding does applies, i.e. the model inference module is capable to evaluate the model performance, and thus capable to provide the feedback directly toward the model training module.
However, there are still some cases that the sentence above doesn’t apply—at least at its strictest form. At this point we stand by the opposition side.
Such cases mainly concentrate on per-UE prediction. Take the prediction of UE position as an example:
· Assume that the UE location prediction model is local, i.e. each node (or even cell) has its own prediction model. (This tends to apply as local model tends to be less complex, costs less neuron and is easier to train.)
· The data collection module provides the UE’s historical position (assume it does, or otherwise it is even more impossible for the inference module to evaluate), e.g. from 9:50 to 10:00 toward the model inference module. The model inference module outputs the UE’s position from 10:00 to 10:10.
· Now at 10:00 the UE locates at the edge of the (source) gNB’s coverage. The UE then uses the UE’s load prediction information and selects a proper handover target cell. And then the handover is performed and the entire UE context is moved toward the target gNB.
· No matter whether the target gNB performs prediction on its own, the source gNB—where the inference module in question locates—does not have the “actual data” of UE’s position from 10:00 to 10:10. The target gNB may have both but what it hosts is its own prediction model, not the one used in the source gNB.
· To make the situation clearer, we can further assume that the model training module locates at the source gNB as well. That is to say, both the “training” and “inference” are within the source gNB. From the figure in TR 37.817 we will believe that the “model performance feedback” occurs internally within the source gNB and doesn’t involve information exchanging between gNBs. But this is wrong.
· One may argue that, “Ok it is indeed impossible, but when the UE moves within the gNB’s coverage both sets of information are available and thus it can evaluate. We can fully rely on this.” But this is literally not our intention. The goal of mobility optimisation is to select the most suitable target cell, which means the key point is to predict the UE’s trajectory beyond the cell’s coverage rather than within. Even if predictions within go well, the ones beyond go wrong will still wipe out all the benefits. Such scenario can be quite common when gates or roads open or close.
Observation 1: For some use cases such as UE location prediction, the model inference function may be impossible to evaluate the model performance.
The solution to this problem, in our understanding, is to provide both the prediction and the ground truth toward the data collection module. Model performance can be evaluated there. Even if the data collection module may also reside within the source gNB, it can naturally request the target gNB to provide the UE location information of 10:00 till 10:10 in the name of model performance evaluation.
And we can acquire an extra benefit: For the case of decision-oriented AI/ML model, the data collection module can get the KPI and thus possible to evaluate model performances as well.
Proposal 1: It is the data collection function to evaluate the performance of AI/ML models.
Proposal 2: The arrow of model performance feedback should be drawn from the “Data Collection” box toward the “Model Training” box.
The last thing is that, the model inference module for prediction-based AI/ML model should provide its output (i.e. prediction) toward the data collection module. As this only applies for prediction-based AI/ML, it should be a dash line. Here we acquire an extra benefit as well: this line can also reflect model chaining, i.e. one model uses an output of another model as an input.
Proposal 3: To add a dash line of “output” from the “Model Inference” box toward the “Data Collection” box.
3. Conclusion
Observation 1: For some use cases such as UE location prediction, the model inference function may be impossible to evaluate the model performance.
Proposal 1: It is the data collection function to evaluate the performance of AI/ML models.
Proposal 2: The arrow of model performance feedback should be drawn from the “Data Collection” box toward the “Model Training” box.
Proposal 3: To add a dash line of “output” from the “Model Inference” box toward the “Data Collection” box.
Based on the proposals above, we draft a TP as below.
4. Reference
[1] R3-214220; Summary of offline discussion on AI RAN general framework; Lenovo, Motorola Mobility.
5. TP for TR 37.817 (on the basis of v0.3.0)
//////////////////////////////////////////////////////////////////////skip unrelated text//////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814333]4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined
Editor Note: FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
Editor Note: FFS on whether model testing / generating of model performance metrics is performed in Model Inference.




Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function. Data Collection is also responsible to evaluate model performance and provide feedback toward the Model Training function. 
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed  as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 
· (FFS) Model Deployment/Update: Deploy or update an AI/ML model to Model Inference function. 
· 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.



//////////////////////////////////////////////////////////////////////end//////////////////////////////////////////////////////////////////////
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