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Introduction
This contribution discusses boundary node behaviour and QoS transfer about topology redundancy. And further considers some open issues on CP-UP separation from last meeting. Analysis is provided based on the previous agreements.  
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Traffic processing on boundary node
In last meeting, the following agreements have been achieved [1]
1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.
· Downlink: 
Boundary node with MT DC knows which prior hop the packet comes from hence it knows which topology the packet belongs to. For the configuration for boundary node via RRC message, boundary node is also able to distinguish the configuration belongs to which topology since it has two RRC connections with two parent nodes respectively. For the configuration for boundary node via F1-C, only F1 terminated donor participate in this procedure. The configuration from F1 terminated donor (CU1) is about bear mapping, UL mapping, BAP routing table, BAP header rewrite table and etc. While non F1 terminated donor (CU2) also needs to configure BAP routing table to boundary node. The boundary needs to be indicated the BAP routing table refer to which topology. However, the difference between two BAP routing tables is whether the descendant nodes are included. And the BAP address of boundary node is different for different for topology. The boundary node can distinguish two different BAP routing tables by implementation. Hence, there is no confusion at boundary node to distinguish different configurations from different topologies which are configured by F1AP signalling.
Observation 1a: Boundary node distinguishes two different BAP routing tables of two different topologies by implementation e.g., via BAP address of boundary node and whether the descendant nodes are included.
Proposal 1a: For DL, no confusion and specification impact about the different configuration from different topologies sending by F1 and RRC to boundary node.
· Uplink:
A threshold is configured to IAB by network, when the number of packet over the threshold, IAB node may transfer them via redundant path for offload. If the pseudo/virtual BAP routing ID is set at access node (descendant node) for UL offload traffic, BAP header mapping table will be required in each descendant node. It is complicated. We consider that the descendant node can set the BAP header according to F1 terminated donor’s configuration, e.g., the destination address is donor DU1. When the packet received by boundary node, it performs BAP header rewrite based on BAP header rewrite table and threshold configured by network. In this way, only the boundary node needs BAP header rewrite table.
Even if the BAP routing ID collision between rewrite BAP routing ID and topology 1’s BAP routing ID occurs, the boundary node could tell which topology is egress by whether the rewrite procedure is performed. It is up to implementation. 
Proposal 2a: UL access node/descendant node sets the BAP header based on the topology 1’s configuration (destination BAP address is source donor DU) rather than BAP header rewrite table (destination BAP address is boundary node).
Proposal 2b: If the rewrite/new BAP routing ID is conflict with the BAP routing ID in topology 1, it can be addressed by implementation e.g., whether rewrite procedure is performed at boundary node.
Proposal 3: For UL traffic, no specification impact for the indication of the egress topology they refer to.
QoS transfer
2b: As a baseline, RAN3 assumes that each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node are constraint to 1:1 and N:1. Support for 1:N mapping is FFS. RAN3 to liaise RAN2 on this assumption.
2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.
· Granularity of QoS-info transfer for UE traffic of descendent nodes 
Per BH RLC channel: It forces CU2 has the same mapping rules as CU1 for offload F1. For example, F1-U1, F1-U2 and F1-U3 map to one BH RLC channel in topology 1. If topology 2 cannot meet the QoS required by CU1 by one BH RLC channel, then the offloading procedure will be affected. Basically, we expect CU2 controls its own mapping rules rather than follows CU1’s indication. However, the benefit of this solution is that it has no remapping issue as per F1-U QoS transfer what we will discuss below.
Per F1-U: For UL, the remapping between F1-U to BH RLC channel (1: N mapping) may perform at boundary node. In this case, boundary node needs to tell the different F1-Us and maps them to egress BH RLC channels according SN’s configuration. For instance, 4 F1-Us with (BAP routing 1, ingress 1), (BAP routing 2, ingress 1), (BAP routing 3, ingress 1) map to two egress BH RLC channels: egress BH RLC channel 1 and BH RLC channel egress 2. 
There are two options we considered:
· Option 1: RAN3 assumes that three F1-Us have a similar QoS hence any two F1-Us map to one egress BH RLC channel will work. 
· Option 2: RAN3 assumes that boundary node should exactly know which F1-U maps to which egress BH RLC channel. Note that the F1-U with the same BAP routing ID and ingress BH RLC channel maps to different egress BH RLC channel which is up to implementation.
If we agree with option 1, the QoS information for these two egress BH RLC channel should be sent to boundary node. It is up to boundary node’s implementation to bundles which two F1-Us into one egress BH RLC channel. In this case, the limitation is less than the solution of per BH RLC channel.
If we agree with option 2, the BAP routing ID is needed to distinguish different F1-U. In this case, both per BH RLC channel and per F1-U have drawbacks. Maybe we can support both per BH RLC and per F1-U with (BAP routing ID, BH RLC CH)-vector. It provides the most flexibility to MN.
Proposal 4: RAN3 down selects in the following options:
· Option a: F1-U granularity is selected. RAN3 assumes how to handle 1: N mapping based on boundary node implementation i.e., F1-Us in one ingress BH RLC channel have similar QoS hence any F1-Us bundles together and map to one egress BH RLC channel (with specified QoS) will work. 
· Option b: Both F1-U and BH RLC channel granularity are selected i.e., QoS with (BAP routing ID, BH RLC CH)-vector. RAN3 assumes that the boundary node should exactly know which F1-U maps to which egress BH RLC channel.
CP-UP separation
For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN its intention to send F1-C traffic over SRB, so that SN can establish the split-SRB.
For CP-UP separation, it needs to be finalized if both CUs are donor capable or if one of them can be non donor capable. 
A decision is expected at RAN3-114e. If no consensus, it will be decided by majority
· MN indication for SN split SRB establishment 
RAN3 discussed an explicit request from MN to SN to indicate the intention of the establishment of split SRB in SN in last meeting. Companies confirm that the current specification supports sending split SRB establishment request from MN to SN, for example, via S-Node addition/modification request, but these messages do not indicate the intention. In our view, whether to establish a split SRB depends on SN’s decision. SN cannot establish a split SRB2 which is likely related to resource and capacity constraints. Hence even providing some cause value to SN, it may not change SN's decision. Note that there is no cause value can affect the split SRB establishment in the current specification. It is propose to follow the current principle.
Proposal 5: Current XnAP signalling can be reused to indicate SN to establish split SRB. SN does not need to know the intention of split SRB establishment i.e., follow the current specification.  
· Both CUs are Donor capable or one of them donor capable
Only a CU with donor capability can broadcast “IAB supported”. If a gNB has no IAB donor function at all, it will not broadcast “IAB supported” and IAB node will not access to this gNB as MN.  For scenario 1, MN should have donor capable to allow the IAB access. In case of an IAB node accesses a donor capable CU as a MN, but this MN does not want to be a donor, MN should ensure that it can find a donor as SN before broadcasting “IAB supported”. It is up to implementation. For scenario 2, SN does not support donor capable also can work. MN (IAB donor) broadcast “IAB supported” and IAB access in. if MN would like to perform CP-UP separation for Scenario 2, then it can add a normal gNB/non-donor capable IAB to transfer F1.
Proposal 6: For CP-UP separation, if one of CU is non-donor capable then only Scenario 2 can be used i.e., non-donor capable IAB/gNB must be the SN. No needs to limit both CUs have donor capability.
1. 
2. 
2.1. 
Conclusion
[bookmark: _GoBack]Observation 1a: Boundary node distinguishes two different BAP routing tables from different topologies by implementation e.g., whether the descendant nodes are included in the BAP routing table e.g., via two BAP addresses of boundary node and whether the descendant nodes are included.
Proposal 1a: For DL, no confusion and specification impact about the different configuration from different topologies sending by F1 or RRC and boundary node.
Proposal 2a: UL access node/descendant node sets the BAP header based on the topology 1’s configuration (destination BAP address is source donor DU) rather than BAP header rewrite table (destination BAP address is boundary node).
Proposal 2b: If the rewrite/new BAP routing ID is conflict with the BAP routing ID in topology 1, it can be addressed by implementation e.g., whether rewrite procedure is performed at boundary node.
Proposal 3: For UL traffic, no specification impact for the indication of the egress topology they refer to.
Proposal 4: RAN3 down selects in the following options:
· Option a: F1-U granularity is selected. RAN3 assumes how to handle 1: N mapping based on boundary node implementation i.e., F1-Us in one ingress BH RLC channel have similar QoS hence any F1-Us bundles together and map to one egress BH RLC channel (with specified QoS) will work. 
· Option b: Both F1-U and BH RLC channel granularity are selected i.e., QoS with (BAP routing ID, BH RLC CH)-vector. RAN3 assumes that the boundary node should exactly know which F1-U maps to which egress BH RLC channel.
Proposal 5: Current XnAP signalling can be reused to indicate SN to establish split SRB. SN does not need to know the intention of split SRB establishment i.e., follow the current specification.  
Proposal 6: For CP-UP separation, if one of CU is non-donor capable then only Scenario 2 can be used i.e., non-donor capable IAB/gNB must be the SN. No needs to limit both CUs have donor capability.
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