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1 Introduction

In RAN3#112e [1], the following agreement was achieved on RRC Reconfiguration of descendent nodes via the source path:
	For intra-donor migration, the solution set to support transfer of RRCReconfiguration for descendent IAB node over source path is limited to solutions 1 and 2. Further down-selection is expected. 


RAN3#112e [2] further sent an LS to RAN2 to inquire about RAN2 impact on the two solutions. RAN2 replied in R2-2109108:
	RAN2 provides the following feedback to RAN3 regarding Solutions 1 and 2:

Solution 1:

· RAN2 observes that there are a few aspects of Solution 1 requiring further discussion in RAN2, which are provided at the end.

· RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages.

Solution 2:

· RAN2 expects the following impact for Solution 2:

· Impact to RRC specification (38.331):

· Indication for conditional execution to be added to ASN.1 for RRCReconfiguration message

· Procedures for the child IAB-node to potentially discard the buffered RRCReconfiguration, to address the case of IAB-node migration failure.

· L1/L2 indication (e.g. new BAP control PDU) sent by the migrated parent IAB-node DU to the descendant IAB-node MT to trigger the execution of RRCReconfiguration at the child IAB-node MT, and related configuration at the parent node. 

Finally, RAN2 observes that trigger conditions for both Solution 1 (to forward withheld RRCReconfiguration) and Solution 2 (to send the L1/L2 indication) require further discussion. Interaction of CHO with both solutions may also need further discussion. The case of IAB-node migration failure needs to be discussed for solution 1, and the impacts for solution 2 are provided above.

RAN2 requests RAN3 to consider the above feedback in their discussion of solutions for reduction of service interruption during intra-donor IAB-node migration.


In RAN3#113e [3], the following agreements were achieved:
	The RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node.

RAN3 studies enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption. 


This paper discusses further technical details of both solutions and the down-selection to one of these solutions. 
The paper further discusses on how to avoid reconfiguration of the descendent nodes during IAB-node migration.
2 Discussion
2.1 RRC Reconfiguration of descendant nodes via source path

RAN3 agreed to consider the following solutions for RRC Reconfiguration of descendent nodes via the source path:

Solution 1: The RRC Reconfiguration message is withheld by the parent node until a condition is met for delivery to the child node.

Solution 2: The RRC Reconfiguration message is executed when an indication is received from the parent node.

RAN3 agreed to further down-select between these two solutions. RAN2 raised the following issues on this matter:

1. RAN2 does not see any principal problem with either of the two solutions. 
2. RAN2 believes that both solutions need some further discussion in RAN2, where solution 2 is expected to have more RAN2-impact.

3. For both solutions, the scenario of IAB-node migration failure and CHO need to be discussed.

4. For both solutions, the trigger conditions for the delivery of the RRC Reconfiguration (solution 1) and the sending of the L1/L2 indication (solution 2) need to be discussed.

RAN3 agreed that the RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node. This provides a bound to trigger conditions.
Since RAN3 has started the effort and is responsible for the overall procedure, it needs to discuss the remaining procedures details (e.g., items 3 and 4). Based on this discussion, RAN3 should down-select between solutions 1 and 2. Due to the late stage in the WI, this down-selection should take place in RAN3#115e. RAN3 should send an LS to RAN2 on the outcome of this down-selection. 
2.1.1 Solution 1: Trigger conditions, migration failure and CHO 
For Solution 1, separate conditions need to be considered for the migrating node and for the descendent node:

1. Condition for migrating IAB-node to release RRC Reconfiguration messages withheld: 
· Based on RAN3 agreement, the condition to release the RRC reconfiguration message withheld is (1) the availability of at least one BAP routing entry toward the target parent node, and (2) the successful completion of the RA procedure to the target parent.

2. Condition for descendent IAB-node to release RRC Reconfiguration messages withheld:
· The descendent node should release all RRC Reconfiguration messages withheld as soon as it receives an RRC reconfiguration message for itself. 

The following issues need to be addressed:

Issue 1: How can Solution 1 be applied in case IAB-node migration fails and the migrating IAB-node attempts RLF recovery. 
Recovery may occur at a parent node that connects to the same target IAB-donor-DU. In this case, the buffered RRC Reconfiguration messages should be still delivered. For this reason, the recovering IAB-node needs to release all buffered RRC messages as soon as it has met the same conditions as defined for migration, i.e., upon successful completion of the RA procedure to the recovery parent node and availability of at least one BAP routing entry toward the recovery parent node. This will set off the same downstream sequence of RRC message releases in the subtree as during IAB-node migration.
In case recovery occurs at a parent node that connects to a different IAB-donor-DU than the original target IAB-donor-DU, the CU has to reconfigure the IP addresses on all descendent nodes. For this to happen, the buffered RRC messages still need to be released first so that the order of RRC messages delivered prevails (as emphasized by RAN2). For this purpose, the recovering IAB-node should also release all of its buffered RRC messages under the same conditions as defined for migration. Consequently, the descendent node will receive two RRC Reconfigurations in short sequence, the first one with outdated IP addresses and the second one with the fresh IP addresses. The reception of the outdated IP addresses is not expected to have any adverse performance impact.
The conditions for the release of a buffered RRC reconfiguration can therefore be summarized as follows:
Proposal 1a: In Solution 1, the migrating/recovering IAB-node releases RRC Reconfiguration messages buffered for its child nodes when it has at least one routing entry available to the new parent node and when the RA procedure to this parent node has succeeded.
Proposal 1b: In Solution 1, the IAB-node releases RRC Reconfiguration messages when it receives an RRC Reconfiguration message for itself that does not contain a change of Pcell.
Issue 2: How can Solution 1 be applied in case CHO is used for IAB-node migration. Since CHO can be configured with respect to multiple candidate cells connected to different donor-DUs, a pre-emptive IP address configuration for descendent nodes is not possible. 
Proposal 2: Solution 1 and CHO should not be supported together.

2.1.2 Solution 2: Trigger conditions, migration failure and CHO 

For Solution 2, the following behaviour can be expected for the migrating node and for the descendent node:
1. Behaviour for migrating IAB-node: 

· Based on RAN3 agreement, the migrating IAB-node transmits the L1/L2 message to all child nodes upon (1) the availability of at least one BAP routing entry to the target parent node, and (2) the successful completion of the RA procedure to the target parent.

2. Behaviour for the descendent IAB-node:
· The descendent node transmits the L1/L2 message to all child nodes and executes the RRC Reconfiguration message upon reception of the L1/L2 message from its parent node. 

The following issues need to be addressed:

Issue 1: How can Solution 2 be applied in case IAB-node migration fails and the migrating IAB-node attempts RLF recovery. 
Recovery may occur at a parent node that connects to the same target IAB-donor-DU. In this case, the RRC Reconfiguration messages buffered by the descendent nodes should be executed. For this reason, the recovering IAB-node initiates the L1/L2 signalling message as soon as it has met the same conditions as defined for migration, i.e., upon successful completion of the RA procedure to the recovery parent node and availability of at least one BAP routing entry toward the recovery parent node.

In case recovery occurs at a parent node that connects to a different IAB-donor-DU than the original target IAB-donor-DU, the CU has to reconfigure the IP addresses on all descendent nodes. If the recovering IAB-node initiates the L1/L2 signalling message as discussed above, the descendent node will execute two RRC Reconfigurations in short sequence, the first one with outdated IP addresses and the second one with the fresh IP addresses. The execution of the RRC message with outdated IP addresses is not expected to have any adverse performance impact.

Proposal 3a: In Solution 2, the migrating/recovering IAB-node transmits the L1/L2 signaling message to each of its child nodes when it has at least one routing entry available to the new parent node and when the RA procedure to this parent node has succeeded.

Proposal 3b: In Solution 2, when the IAB-node receives the L1/L2 signaling message from its parent node, it transmits the L1/L2 signaling message to each of its child nodes and executes the buffered RRC Reconfiguration message, if available. 

Issue 2: How can Solution 2 be applied in case CHO is used for IAB-node migration. Since CHO can be configured with respect to multiple candidate cells connected to different donor-DUs, a pre-emptive IP address configuration for descendent nodes is not possible. 

Proposal 4: Solution 2 and CHO should not be supported together.

2.1.3 Summary of discussion on Solution 1 and Solution 2 

The above discussion indicates that either solution can be supported and that the necessary specification efforts for RAN3 and RAN2 are acceptable. From that perspective, RAN3 can decide in favour of either solution. 

Solution 1 has more RAN3 impact than solution 2. Solution 2 has more RAN2 impact than solution 1.

Neither Solution 1 nor Solution 2 can be supported together with CHO. 

Proposal 5: Based on RAN2 feedback, RAN3 to perform a final discussion on solutions 1 and 2 with subsequent down-selection in this meeting.  

Proposal 6: After down-selection RAN3 to consider the final solution for source-path delivery of RRC Reconfiguration also for Partial Migration.
2.2 Avoidance of descendent-node reconfiguration
In the last meeting, RAN3 agreed to discuss enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in this agenda item.
Avoidance of descendent-node reconfiguration has the goal to reduce service interruption and to reduce signaling bursts due to descendent-node reconfiguration. The impact on the total number of signaling messages is small since the number of descendent nodes is usually not very large. These benefits apply to both, intra-donor migration and inter-donor partial migration. For this reason, avoidance of descendent-node reconfiguration should be considered for both.

Proposal 7: Avoidance of descendent-node reconfiguration should be considered for both, intra-donor migration and inter-donor partial migration. 
Avoidance of descendent-node reconfiguration is considered on optimization to the baseline procedure, which applies descendent-node reconfiguration. This baseline procedure is used for the migration of individual F1-U tunnels in redundant topologies or inter-donor redundancy. The baseline procedure is further expected to be applied for IAB-node migration (at least within some time frame) to allow for a subsequent migration procedure by the same IAB-node, a descendent or an ancestor node. Avoidance of descendent-node reconfiguration should therefore be considered as a temporary solution.
Proposal 8: Avoidance of descendent-node reconfiguration should be considered as a temporary solution to reduce service interruption due to IAB-node migration or recovery.

For intra-donor descendent-node reconfiguration, such as baseline is defined in Rel-16. For inter-donor Partial Migration, it is assumed that an equivalent baseline procedure will be defined in AI 13.2.1.1. Until this baseline has been established for inter-donor partial migration, the discussion on descendent-node reconfiguration should only be considered for intra-donor migration. This is the same approach taken for source-path delivery of RRC Reconfiguration messages. 

As such, avoidance of descendent-node reconfiguration represents an alternative to the reduction of service reduction due to delivery of RRC Reconfiguration via the source path. Due to the late stage of the WI, not much time can be spent on considering two competing approaches. However, a discussion of avoidance of descendent-node reconfiguration should take place to identify potential benefits and the necessary specification and implementation effort in comparison to the source-path delivery of RRC Reconfigurations.

Proposal 9: Avoidance of descendent-node reconfiguration should be first discussed for intra-donor migration until the baseline of descendent-node migration has been defined for inter-donor partial migration. 

In RAN3#112e, the following options 1-6 were considered for avoidance of descendent-node reconfiguration (R3-212858 [4]). RAN3#113e agreed to use IP tunneling between source donor-DU and target donor-DU for inter-donor-DU rerouting, which was added as option 7 to this list:
· Option 1: Disabling of IP address filtering. 
· Option 2: IP tunnelling between source donor-CU and boundary/migrating node.

· Option 3: IP header replacement at the boundary/migrating node. 
· Option 4: BAP tunnelling, i.e., IP tunnels between source and target donor-DU which include the BAP PDU.
· Option 5: IP address replacing for DL combined with disabling the source IP filtering for UL. This is a combination of option 1 for UL and option 3 for DL.
· Option 6: (Static) IP tunneling between source donor-CU and target donor-DU.
· Option 7: IP tunneling between source donor-DU and target donor-DU.

Among these options, disabling of IP address filtering on the wireline network (Option 1) can be ruled out since removing this functionality has security implications, is not universally available, and would only work for UL but not DL. 
Further, IP address replacement (options 3 and 5) can be ruled out since it cannot be applied to IPsec transport mode.
The remaining options use IP tunneling, either between CU and boundary node (option 2), between CU and target donor-DU (option 6) or between source and target donor-DU (options 4 and 7). The IP tunneling solutions have different complexity for UL and DL directions:

· In UL direction, packets to be rerouted via the target path carry the correct DST IP address, but they solely carry an incorrect SRC IP address. The packets can therefore reach their destination, but they may be subject to source-IP-address-based packet filtering on the wireline network. This is the same issue as discussed in AI 13.3.2. The tunnelling condition for source-address-based rerouting is (shown for option 7):
	UL tunneling condition for UL (option 7):

If packet’s SRC IP address belongs to IP-address pool of IAB-donor-DU x: Insert in tunnel to IAB-donor-DU x.


This condition is static since the IP address pool of the IAB-donor DU is not expected to change. The tunneling condition, if pre-configured, has no impact as long as re-routing via the target donor-DU is not applied, i.e., the IAB-node has not migrated. This implies that the tunnel can be via implementation, e.g., using OAM, which is out-of-scope for 3GPP.
· In DL direction, packets to be routed via the target path need to carry a DST IP address that is anchored at the target donor-DU, otherwise, they will not be delivered by the wireline IP network at the target IAB-donor-DU.  The tunneling condition for destination-address-based re-routing therefore is (shown for option 7):
	Tunneling condition for DL (option 7):

If packet’s DST IP address belongs to IAB-node y: Insert in tunnel to IAB-donor-DU x.


This tunneling condition only applies to the descendent IAB-nodes, whose DL IP packets should be rerouted via the target path, and only during times when the re-routing should be applied. Such tunnel cannot be preconfigured since it would redirect DL packets to the target donor-DU before IAB-node migration has taken place. The establishment and removal of the tunnel conditions therefore requires explicit, timely signaling, which needs to be synchronized with the IAB-node migration. This is the same synchronization problem as discussed in Solution 1 for the release of buffered RRC Reconfiguration messages across multiple nodes, or in Solution 2 for the execution of buffered RRC Reconfiguration messages across multiple nodes. Therefore, the same issues arise.

IP tunneling further defines a new UP interface between the tunnel-terminating nodes, which needs to be specified. The corresponding implementation for the UP processing needs to be considered as well. These aspects need to be discussed and the shortcomings should be weighed against the potential benefit such tunneling solution can have.
Proposal 10: RAN3 to discuss if the technical issues, specification effort, node complexity and processing overhead associated with an IP tunnelling interface for the avoidance of descendent-node reconfiguration are justified. 

Among the above options, IP tunnel termination on the migrating/boundary IAB-node should be deprioritized since it adds significant complexity to the IAB-node. Also, on the DL, it introduces donor-DU functionality to the IAB-node. It would therefore be better to terminate the tunnel at the target donor-DU, instead.

Further, IP tunnel termination at the CU cannot be supported for IPsec tunnel mode with SeGW, and it should therefore be de-prioritized. 

Therefore, IP tunneling between source and target donor-DUs represent the only possible solution. This approach would also line up with the solution discussed for inter-donor-DU rerouting in AI 13.3.2. 
Proposal 11: For avoidance of descendent-node reconfiguration, RAN3 to only consider IP tunnelling between source and target donor-DUs. 

3 Conclusion
This contribution discussed RRC Reconfiguration delivery via the source path and avoidance of descendent-node reconfigurations. 

The following proposals have been made for RRC Reconfiguration delivery via the source path:
Proposal 1a: In Solution 1, the migrating/recovering IAB-node releases RRC Reconfiguration messages buffered for its child nodes when it has at least one routing entry available to the new parent node and when the RA procedure to this parent node has succeeded.

Proposal 1b: In Solution 1, the IAB-node releases RRC Reconfiguration messages when it receives an RRC Reconfiguration message for itself that does not contain a change of Pcell.

Proposal 2: Solution 1 and CHO should not be supported together.

Proposal 3a: In Solution 2, the migrating/recovering IAB-node transmits the L1/L2 signaling message to each of its child nodes when it has at least one routing entry available to the new parent node and when the RA procedure to this parent node has succeeded.

Proposal 3b: In Solution 2, when the IAB-node receives the L1/L2 signaling message from its parent node, it transmits the L1/L2 signaling message to each of its child nodes and executes the buffered RRC Reconfiguration message, if available. 

Proposal 4: Solution 2 and CHO should not be supported together.

Proposal 5: Based on RAN2 feedback, RAN3 to perform a final discussion on solutions 1 and 2 with subsequent down-selection in this meeting.  

Proposal 6: After down-selection RAN3 to consider the final solution for source-path delivery of RRC Reconfiguration also for Partial Migration.

The following proposals have been made for the avoidance of descendent-node reconfiguration:
Proposal 7: Avoidance of descendent-node reconfiguration should be considered for both, intra-donor migration and inter-donor partial migration. 
Proposal 8: Avoidance of descendent-node reconfiguration should be considered as a temporary solution to reduce service interruption due to IAB-node migration or recovery.

Proposal 9: Avoidance of descendent-node reconfiguration should be first discussed for intra-donor migration until the baseline of descendent-node migration has been defined for inter-donor partial migration. 

Proposal 10: RAN3 to discuss if the technical issues, specification effort, node complexity and processing overhead associated with an IP tunnelling interface for the avoidance of descendent-node reconfiguration are justified. 

Proposal 11: For avoidance of descendent-node reconfiguration, RAN3 to only consider IP tunnelling between source and target donor-DUs. 

4 References
[1] Chairman report, 3GPP RAN TSG WG3 Meeting #112e, Electronic Meeting, May 17 – 28, 2021
[2] R3-212973, LS to RAN2 on reduction of service interruption during intra-donor IAB-node migration, 3GPP RAN TSG WG3 Meeting #112e, Electronic Meeting, May 17 – 28, 2021
[3] Chairman report, 3GPP RAN TSG WG3 Meeting #113e, Electronic Meeting, August 16 – 26, 2021
[4] R3-212858, Summary of offline discussion on CB: # 37_IAB_InterDonorMigrationDetails, 3GPP RAN TSG WG3 Meeting #112e, Electronic Meeting, May 17 – 28, 2021

4/4


