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Introduction
During RAN3#113-e meeting, inter-donor migration was discussed and some agreements were reached on IP address assignment for the boundary IAB node [1]. In this contribution, we first discuss some remaining issues regarding inter-donor migration based on the agreements in last RAN3 meeting. And then, we discuss stage 2 procedure for inter-donor migration (including partial migration and DU migration) and RLF recovery, respectively. 
Discussion 
Inter-donor partial migration 
Remaining issues 
Issue 1: IP address replacement for the boundary node
During last RAN3 meeting, it was agreed that the IP address replacement is supported for the boundary node and the procedures to be used are FFS. As we know, IP address replacement for IAB node is already supported in R16 IAB via RRC message. More specifically, if the IAB IP address index included in the IAB IP address configuration already exists in the current IAB-MT configuration, IAB node shall modify the IP address configuration(s) corresponding to the  IP address index. In our view, IP address replacement for the boundary node in partial migration could be supported by existing RRC signaling. 
Proposal 1: IP address replacement for the boundary node could be supported by existing RRC signaling. 

Issue 2: IP address release procedure 
During last RAN3 meeting, it was agreed that the IP address release is supported for the boundary node and it is FFS if the release procedure can be triggered by the boundary node. In R16 IAB, IP address release procedure could only be initiated by donor CU explicitly. However the release procedure could be triggered by the IAB node implicitly. For example, if the number of IP addresses requested is less than the number of IP addresses requested before, IAB donor could be aware of the updated required number of IP addresses and determine to initiated IP address release to the corresponding IAB-MT. As a result, the IP address release procedure could be implicitly triggered by the boundary node as in R16 IAB without specification impact.  
Proposal 2: IP address release procedure could be implicitly triggered by the boundary node as in R16 IAB without specification impact.  .
Issue 3: Indication of new boundary node’s IP addresses to the source CU

During RAN3#113e meeting, a working assumption was reached that for no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2 and Xn based signalling can be considered if benefits can be proven/agreed. And it is FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode. 
Case 1: for no IPsec/IPsec transport mode

For no IPsec/IPsec transport mode, two options were discussed to indicate boundary node’s new IP address assigned by target CU to the source donor CU, i.e. via F1AP signaling or via XnAP signaling. And indication of boundary node’s new IP address to the source donor CU via F1AP signaling was agreed as a working assumption. Some company proposed to use XnAP signaling to indicate boundary node’s  new IP address to the source donor CU. It was claimed that DL transmission could be resumed earlier if XnAP signaling is used to indicate boundary node’s  new IP address to the source donor CU. In our view, for no IPsec/IPsec transport mode, If DL F1 GTP TEID is updated after partial migration, source donor CU needs to be aware of the new IP address as well as new F1 GTP TEID allocated by the boundary node. And DL transmission shall be resumed after new DL FTEID information is informed from the boundary node to the source donor CU via F1AP message, i.e. IAB UP CONFIGURATION UPDATE RESPONSE and  UE CONTEXT MODIFICATION RESPONSE message. In this case, there is no benefit to use Xn signaling to notify source CU the new IP address allocated for the boundary node by target CU. 
Observation 1: If DL F1 GTP TEID is updated after partial migration, source donor CU needs to acquire the new F1 GTP TEID allocated by the boundary node via F1AP messages, before performing DL transmission. In this case, there is actually no benefit to use Xn signaling to notify source CU of new IP address allocated to the boundary node by target CU. 
Proposal 3: For no IPsec/IPsec transport mode, the source CU is notified via F1AP signalling about the IP addresses assigned to the boundary node by target CU. 

Case 2: IPsec tunnel mode 
If IPsec tunnel mode is used, new outer IP address anchored at target donor DU shall be allocated to the boundary node and new IPsec tunnel between source donor CU and boundary node needs to be established after partial migration. As agreed in RAN3#113e meeting, it is FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode. 

In our view, the new outer IP addresses of boundary IAB node need to be provided to the source donor CU considering that the source IAB donor CU needs to perform security check, i.e. the received packets are regarded valid only if they are delivered via the corresponding IPsec tunnel. Existing GNB-DU CONFIGURATION UPDATE message could be reused to transfer the boundary node’s new outer IP address to the source donor CU. However, only outer IP addresses for F1-U traffic could be transmitted in the GNB-DU CONFIGURATION UPDATE message currently. It should be further discussed whether GNB-DU CONFIGURATION UPDATE message needs to be enhanced to transfer outer IP addresses for F1-C and non-F1 traffic. 

Proposal 4: In case IPsec tunnel mode is used, the new IP addresses of boundary IAB node (i.e. outer IP address) and the corresponding usages of these new IP addresses need to be provided to the source donor CU.

Proposal 5: Existing GNB-DU CONFIGURATION UPDATE message could be reused to transfer the new outer IP address to the source donor CU for F1-U traffic. 

Proposal 6: It should be further discussed whether GNB-DU CONFIGURATION UPDATE message needs to be enhanced to transfer outer IP addresses for F1-C and non-F1 traffic. 

Another alternative option is to indicate boundary node’s new outer IP address to the source CU via XnAP message. As agreed in RAN3#113e meeting, MOBIKE may be applied to update the outer address without changing the inner address in partial inter-donor migration procedure. If MOBIKE is used, DL transmission could be resumed after MOBIKE procedure and there is no need to indicate boundary node’s new outer IP addresses to the source CU via XnAP message. If MOBIKE is not used and if DL F1 GTP TEID is updated after partial migration, DL transmission shall be resumed after new DL FTEID information is informed from the boundary node to the source donor CU via F1AP message, i.e. IAB UP CONFIGURATION UPDATE RESPONSE and  UE CONTEXT MODIFICATION RESPONSE message. In this case, there is no benefit to use Xn signaling to notify source CU the new outer IP address allocated for the boundary node by target CU. 
Observation 2: If IPsec tunnel mode is used and if DL F1 GTP TEID is updated after partial migration, source donor CU needs to acquire the new F1 GTP TEID allocated by the boundary node via F1AP messages, before performing DL transmission. In this case, there is actually no benefit to use Xn signaling to notify source CU of new outer IP address allocated to the boundary node by target CU.
Issue 4: the revocation of partial inter-donor migration 
During RAN3#113e meeting, it was agreed that partial inter-donor migration can be revoked. And it is FFS on whether it needs enhancement to current procedures. As we know, after partial migration, the boundary node is migrated to the target donor CU and all the F1 traffic between the source donor and the boundary node needs to be redirected to the target path through the target donor DU. Once the partial migration needs to be revoked, the boundary IAB MT needs to be migrated back from the target donor CU to the source donor CU. And all the F1 traffic needs to be redirected back to the source path too. In our view, the existing inter donor partial migration procedure could be reused as a baseline for revocation. Considering that the UE context is still maintained and controlled at the source donor CU, the QoS info of F1 GTP tunnel and BH RLC channel is not needed to be transferred from the target CU to the source CU. And the source donor CU can determine the routing configuration, BH RLC channel configuration and traffic mapping configuration all by itself without coordination between the source and target donor CUs. 
Observation 3: The QoS info is not needed to be transferred from the target CU to the source CU since the UE context is still maintained and controlled at the source donor CU
Regarding the signaling to be used for the revocation of the partial migration, it should be further discussed whether existing or new signaling is used to initiate the revocation procedure. In our view, existing XnAP handover request message could be reused. According to the inter-CU topology adaptation procedure in the baseline CR to TS 38.401 [1], the target donor CU sends UE CONTEXT RELEASE message to the source CU after the F1-C/F1-U traffics are switched to the target path. And then, the source donor CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU upon receiving the UE context release message. According to TS 38.423, for handover procedure, the UE Context Release procedure is initiated by the target NG-RAN node to indicate to the source NG-RAN node that radio and control plane resources for the associated UE context are allowed to be released. That means the resources related to the UE-associated signaling connection between the source and the target donor CU may be released by the source donor CU after receiving XnAP UE CONTEXT RELEASE message. However, the UE associated Xn connection between the source donor and the target donor needs to be kept in the source donor CU in order to support the revocation of the partial migration. The following two options could be considered to solve the above issue:

Option 1: the XnAP UE CONTEXT RELEASE message is not transmitted to the source donor CU 
In this option, the BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU may not be released by the source donor CU since no XnAP UE CONTEXT RELEASE message would be received by the source donor CU. 
Option 2: UE associated Xn connection is kept after receiving the XnAP UE CONTEXT RELEASE message
In option 2, the target donor CU could indicate that UE associated Xn connection between source and target donor needs to be kept at the source donor CU, e.g., in the XnAP UE CONTEXT RELEASE message. And then, the resources related to the UE-associated signalling connection between the source donor CU and the target donor CU could be kept at the source donor after receiving XnAP UE CONTEXT RELEASE message. 

Proposal 7: Existing XnAP handover request message could be reused for the revocation of the partial migration. 
Observation 4: The resources related to the UE-associated signaling connection between the source and the target donor CU may be released by the source CU after receiving XnAP UE CONTEXT RELEASE message.
Proposal 8: The UE associated Xn connection between the source donor and the target donor needs to be kept in the source donor CU in order to support the revocation of the partial migration.

Proposal 9: The target donor CU could indicate that UE associated Xn connection between source and target donor needs to be kept at the source donor CU, e.g., in the XnAP UE CONTEXT RELEASE message. 

Stage 2 partial migration procedure
The baseline stage 2 procedure for IAB inter-CU topology adaptation was discussed in RAN3#112e meeting and captured in the BL CR to TS 38.401. However, there are still some FFS issues needs to be further discussed. In our view, the following issues needs to be further discussed and captured in the stage 2 procedure for IAB inter-CU topology adaptation. 
Issue 1: what information needs to be included in the handover request message? How to transfer Qos info and BAP routing IDs to the target donor CU?

Issue 2:  what information needed to be included in the RRCreconfiguration message?

Issue 3: the signaling exchange between the source IAB-donor-CU and the target IAB-donor-CU for inter-topology transport

Issue 4: how to perform F1-C and F1-U traffic switch from source path to target path?
Issue 5: How to perform the IP address request and  assignment for descendant nodes?

The proposals for stage 2 procedure for IAB inter-CU topology adaptation is provided in the below. 

8.xx
IAB Inter-gNB-CU Topology Adaptation

8.xx.1  IAB inter-CU topology adaptation procedure 
During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 

Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.
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Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 

The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. The HANDOVER REQUEST message includes F1 GTP tunnel QoS information of access UEs. The HANDOVER REQUEST message also includes RRC container including information about IP address(es) requested for the migrating IAB node. 
Editor’s Note: the IP address request and assignment for descendant nodes are FFS. 
The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 

The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 

The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. 

The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. The RRCReconfiguration message includes a default BH RLC channel and a default BAP Routing ID configuration for UL F1-C/non-F1 traffic mapping on the target path. It may include additional BH RLC channels. This step may also include allocation of TNL address(es) that is (are) routable via the target IAB-donor-DU. The new TNL address(es) may be included in the RRCReconfiguration message as a replacement for the TNL address(es) that is (are) routable via the source IAB-donor-DU. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the allocated TNL address is outer IP address.
The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.

The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 

A random access procedure is performed at the target parent node IAB-DU.

The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 

The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 

The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.

The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. In this step, the target IAB-donor-CU also provides the BH RLC CH configuration and BAP routing entries for the traffic to be migrated to the source IAB-donor-CU. And then, the source IAB-donor-CU configures the BAP routing entries, BAP routing ID remapping and BH RLC CH mapping configurations for the migrating IAB node based on the configuration information provided by the target IAB-donor-CU. These configurations may be performed at an earlier stage, e.g. immediately after step 3. 

Editor’s Note: Before step 12, the signalling exchange between the source IAB-donor-CU and the target IAB-donor-CU is needed to help the target IAB-donor-CU configure the BAP routing and BH RLC CH mapping at the target path, and help the target IAB-donor-CU perform the configuration for traffic transmission via the target path. FFS on details. 
Editor’s Note: The signaling exchange between the source and target IAB-donor-CU is needed to help the source IAB-donor-CU set DSCP and/or flow label for the DL traffic to be transmitted via target path. FFS on details. 
The F1-C and F1-U are switched to the target path. The F1-C connections are switched to use the migrating IAB-node’s new TNL address(es). The target IAB-donor-CU provides UL BH information associated to each F1 GTP-tunnel of the migrating IAB-node to the source IAB-donor-CU. And then the source IAB-donor-CU updates the UL BH information associated to each GTP-tunnel to migrating IAB-node. This step may also update UL FTEID and DL FTEID associated to each GTP-tunnel. All F1-U tunnels are switched to use the migrating IAB-node’s new TNL address(es). This step may use non-UE associated signaling in E1 and/or F1 interface to provide updated UP configuration for F1-U tunnels of multiple connected UEs or child IAB-MTs. The target IAB-donor-CU may also update the UL BH information associated with non-UP traffic. Implementation must ensure the avoidance of potential race conditions, i.e. no conflicting configurations are concurrently performed using UE-associated and non-UE-associated procedures.

In case IPsec tunnel mode is used for TNL protection, the IAB-node may use MOBIKE to migrate the IPsec tunnel to the new IP addresses. After the completion of the MOBIKE procedure, the existing SCTP association and the DL FTEID can be reused.

Editors’ Note: The routing in the target path is FFS.

The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU. An indication may be included in the UE CONTEXT RELEASE message to indicate that UE-associated Xn connection between source and target donor needs to be kept at the source IAB-donor-CU.
The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 

Steps 12, 13 and 15 should also be performed for the migrating IAB-node’s descendant nodes, as follows:

The target IAB-donor-CU may allocate new TNL address(es) that is (are) routable via the target IAB-donor-DU to the descendent nodes via RRCReconfiguration message. 
The descendant nodes switch their F1-C connections and F1-U tunnels to new TNL addresses that are anchored at the new IAB-donor-DU, in the same manner as described for the migrating IAB-node in step 13.

IAB-DU migration
Down-selection on the two implementation alternatives 
During RAN3#112e meeting, it was agreed that the following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration. And an LS [2] on inter-donor migration was sent to RAN1/2/4 respectively to ask them to provide feedback on the two implementation alternatives of two logical IAB-DUs. 
- Alt1: the two logical DUs use separate physical cell resources

- Alt2: the two logical DUs use the same physical cell resources
The LS on inter-donor migration was discussed in RAN1#106e meeting and the reply LS [3] was agreed as excerpted in the below. According to the reply LS from RAN1, RAN1 has not identified any technical issues for Alt1. And for Alt2, there are two understandings and RAN1 asked RAN3 to confirm which understanding is in line with the assumption made in RAN3. In understanding 1, the two DUs can be switched ON and OFF in a dynamic manner. While in understanding 2, the two DUs can be switched between ON and OFF only once. In our view, in alternative 2, only one set of cells could be activated at one time. The cells of the source logical DU shall be deactivated and the cells of the source logical DU shall be activated after all the UEs/child MTs has been migrated to the target CU. There is no need to active the cells of the source logical DU after all the UEs/child MTs has been migrated to the target CU. So from RAN3 perspective, understanding 2 is more in line with the assumption made in RAN3. 
	For Alt1, RAN1 understands that the separate physical cell resources used by the two logical DUs may refer to different carriers, or orthogonal time and frequency resources of the same carrier. RAN1 has not identified any technical issues for Alt1. 

For Alt2, RAN1 understands that only the cell from one of the two logical DUs is active at one time using the same physical cell resources. RAN1 has not reached consensus on how the two logical DUs share the same physical cell resources.
Understanding 1: The two DUs can be switched ON and OFF in a dynamic manner. This means that a UE may stay in CONNECTED mode during the migration but it cannot identify both of cells at one time. 

Understanding 2: The two DUs can be switched between ON and OFF only once. 

When two cells use the same PCI, this may not necessarily require all the UEs to switch to another cell at one time if RAN2 can confirm that the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI. 

When two cells use the different PCIs, this will require all the UEs to perform HO to another cell at one time, which pose a high load to RACH.

For Alt2

RAN1 would like to ask RAN3 which of the above understandings is in line with the assumption made in RAN3. 

RAN1 would like to ask RAN4 whether RLM and RRM will be impacted for legacy UEs.

It is RAN1's understanding that the feasibility of Alt2 is dependent on whether HO can be performed without negatively impacting legacy UEs, regardless if the same or different PCIs are used for the two DUs.


Observation 5: RAN1 has not identified any technical issues for Alt1. 

Proposal 10: For Alt 2, RAN3 confirms and replies to RAN1 that understanding 2 of alt 2 is in line with RAN3 assumption. 

Meanwhile, the LS on inter-donor migration was discussed in RAN2#115e meeting and the reply LS [4] was agreed as excerpted in the below. 
	With respect to the above description of Alt1 and the use of “separate” physical resources, RAN2 has reached the following understanding at RAN2#115-e:

R2 assumes that the UE need to be able to treat the separate resources as different cells on L1. 

With respect to the questions posed by RAN3, the RAN2 position is as follows:

On the issue of whether RAN2 has found any technical issues for the above Alt1 and Alt2, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed for Rel-17 full migration scenario being considered by RAN3. The UE needs to perform the legacy handover procedures if Alt1 is adopted, and some companies in RAN2 foresee potential standardisation effort for RAN2 if Alt1 is adopted by RAN3. With regards to Alt2, RAN2 has provided below the answers to specific questions raised by RAN3 on Alt2.

More specifically:

On Q1 (“Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?”), since NCGI is broadcast via SIB1, the change of NCGI can be achieved by updating SIB1. Therefore, RAN2 has not identified any issues for the case of NCGI change without accompanying PCI change.

On Q2 (“Is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?”), some companies indicate they see no issues with using the same PCI, while some companies raise some concerns including UE behaviour when PCI is not changed.

On Q3 (“When cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?”), several companies have raised issues in RAN2, including service interruption for the UE, congestion on RACH and RRC, and the timing of the boundary IAB-DU configuration switch from source CU configuration to target CU configuration. 

Given the above, RAN2 has concluded that Alt1 might be a viable a candidate solution, pending standards impact analysis as outlined above, and pending further clarifications from RAN3 raised at the end of this reply LS. 

Regarding Alt2, several potential issues have been raised in RAN2. Moreover, Alt2 requires co-ordination across multiple WGs. 

In order to make further progress of the feasibility assessment, RAN2 would like to confirm its understanding quoted at the beginning of this LS with RAN3 and to ask RAN3 the following:

What is the exact meaning of the separate vs. shared ‘physical cell resources’ concept in the assumed scenarios? For separate ‘physical cell resources’, does RAN3 consider the cells to use different frequencies or to perform time-multiplexing on the same frequency?  


Based on the above RAN2 reply LS, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed for Rel-17 full migration scenario being considered by RAN3. And RAN2 asked RAN3 to confirm the following understanding “R2 assumes that the UE need to be able to treat the separate resources as different cells on L1. ”. From RAN3 perspective, we think RAN3 could confirm above RAN2’s understanding. Furthermore, RAN2 asked RAN3 about the exact meaning of the separate vs. shared ‘physical cell resources’ concept. In our view, separate physical cell resources used by the two logical DUs means different carriers, or orthogonal time and frequency resources of the same carrier which is also in line with RAN1 understanding. 
Observation 6: According to the RAN2 reply LS, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed. 

Proposal 11: RAN3 confirms RAN2’s understanding “R2 assumes that the UE need to be able to treat the separate resources as different cells on L1”. 

Proposal 12: RAN3 includes the following in the reply LS “ separate physical cell resources used by the two logical DUs means different carriers, or orthogonal time and frequency resources of the same carrier which is also in line with RAN1 understanding.” 
Regarding Alt2, several potential issues have been raised in RAN2 and it was pointed out that Alt2 requires co-ordination across multiple WGs. More specifically, for Q1, RAN2 has not identified any issues for the case of NCGI change without accompanying PCI change. For Q2, some companies raise some concerns including UE behaviour when PCI is not changed. For Q3, several companies have raised issues in RAN2, including service interruption for the UE, congestion on RACH and RRC, and the timing of the boundary IAB-DU configuration switch from source CU configuration to target CU configuration. 

Observation 7: Regarding Alt2, several potential issues have been raised in RAN2 and it was pointed out that Alt2 requires co-ordination across multiple WGs.
On the other hand, the LS on inter-donor migration was discussed in RAN4#100e meeting and the reply LS [5] was agreed as excerpted in the below. According to the reply LS, RAN4 concluded that Alternative 1 can be supported without impact to RAN4 specification TS 38.133. However, it was concluded that UE may not meet RAN4 requirements in Alt2. Specifically, for Q1, RAN 4 replies that during NCGI acquisition time if the NCGI changes then the UE may not meet NCGI acquisition delay requirements defined in clause 9.11, TS 38.133. for Q2, RAN4 replies that the UE is not expected to meet handover requirements if the PCIs of cell1 and cell2 are the same. For Q3, RAN4 replies that the UE is not expected to meet handover requirements if the same resources are used in cell1 and cell2 even if they use different PCI/NCGI.

	On implementation alternative # 1:

Alternative 1 can be supported without impact to RAN4 specification TS 38.133.

On alternative # 2,

Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?

[RAN4 Response]: Current RAN4 specifications do not define whether a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI. During NCGI acquisition time if the NCGI changes then the UE may not meet NCGI acquisition delay requirements defined in clause 9.11, TS 38.133.

Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?

[RAN4 Response]: The UE is not expected to meet handover requirements if the PCIs of cell1 and cell2 are the same.

From RAN4 perspective, it is not clear how cell1 and cell 2 are configured to use the same PCI. At least two options are possible:
SSBs carrying PCI are identical, only SIB1 carrying NCGI changes,
SSB configurations are separate but PCI is the same for those.
In both cases the UE is not expected to meet handover requirements.

Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?

[RAN4 Response]: The UE is not expected to meet handover requirements if the same resources are used in cell1 and cell2 even if they use different PCI/NCGI.


Observation 8: RAN4 replied that Alternative 1 can be supported without impact to RAN4 specification TS 38.133. 

Observation 9: RAN4 replied that UE may not meet NCGI acquisition delay/handover requirements in Alt2. 
In a sum, none of RAN1/2/4 has identified any technical issues for Alt1. However, both RAN1 and RAN2 have some concerns on alternative 2. Moreover, RAN4 foresees that UE may not meet NCGI acquisition delay/handover requirements in Alt2. As a result, we suggest that alternative 1(the two logical DUs use separate physical cell resources) is supported for the two logical DUs in full migration.  

Proposal 13: Alternative 1 (the two logical DUs use separate physical cell resources) is selected for the two logical DUs in full migration.

Key issues on DU migration in Alt1 
Issue 1: when/how to trigger IAB-DU migration 

As agreed in RAN3#111-e meeting,  it is FFS how IAB-DU migration is triggered. And it is FFS if the source donor or the target donor initiate and/or determine the IAB-DU migration. In our view, source donor CU could be responsible for triggering the IAB-DU migration procedure. After determining that IAB-DU migration needs to be performed, source donor CU could indicate the IAB node to initiate F1 setup procedure with target donor CU, e.g., via RRCreconfiguration message or via F1AP message. Meanwhile, source donor CU could initiate IAB-DU context transfer to target donor CU. After IAB-DU established F1 connection with target donor CU, F1 connection and F1-U tunnels need to be migrated to target donor CU. 
Proposal 14: Source donor CU could trigger the IAB-DU migration procedure by indicating IAB node to initiate F1 setup procedure with target donor CU.   
Issue 2: when/how to trigger migration of UEs/child-MTs

In full migration, after source donor CU determines that F1-C connection has been established between IAB-DU and the target donor CU, source donor CU could initiate handover procedure for the IAB-DU’s served IAB-MTs/UEs. As captured in chairman notes in RAN3#112e meeting, it should be further discussed how the source donor-CU knows if and when F1-C has been successfully established with the target donor-CU. In our view, after IAB-DU established F1 connection with the target donor-CU, an indication could be sent from the IAB-DU or target donor CU to the source donor CU to inform that the F1 connection between the  IAB-DU and the target donor CU is established. And then, source donor CU could initiate handover procedure for the IAB-DU’s served IAB-MTs/UEs. 
Proposal 15: After IAB-DU established F1 connection with the target donor-CU, an indication could be sent from the IAB-DU or target donor CU to the source donor CU to trigger the migration of its served UEs/child-MTs. 
Issue 3: when/how to trigger F1 Removal for source logical DU

In implementation 1, two sets of IAB-DU cells can be activated at a time. And two F1 connection could be maintained simultaneously with both source and target donor during the migration. In our view, after all served UEs/MTs are migrated to target donor CU and all the F1 transport has been migrated to the target path, F1 removal could be initiated by source donor CU.  
Observation 10: After all served UEs/MTs are migrated to target donor CU, F1 removal could be initiated by source donor CU. 
Stage2 procedure for inter-donor RLF recovery

During RAN3#111e meeting, it was agreed that RRC Reestablishment procedure of the migrating (top-level) IAB-MT is BL for inter-donor RLF recovery of a single-connected IAB-node. And it was also agreed that when the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path. In this section, we discuss potential procedure for inter-CU BH RLF recovery based on the above agreements. 

Figure 2 shows an example of the inter-CU BH RLF recovery procedure for an IAB-node in SA mode, wherein the context of UEs and descendant nodes are maintained in the initial IAB-donor-CU. In this example, the IAB-node changes from its initial parent node to a new parent node, where the new parent node is served by an IAB-donor-CU different than the one serving its initial parent node.  
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Figure 1: IAB inter-CU backhaul RLF recovery procedure for an IAB-node in SA mode

1.
The IAB-MT declares BH RLF for the MCG as described in TS 38.331 [23], clause 5.3.10.3. 

2.
The IAB-MT undergoing recovery from RLF conducts the RRC re-establishment procedure at the new parent node, as defined in clause 8.7. In this procedure, the new IAB-donor-CU may provide new TNL address(es), which is(are) anchored at the new IAB-donor-DU, to the IAB-MT via RRC signalling. Furthermore, the new IAB-donor-CU may also provide a new default UL mapping which includes a default BH RLC channel and a default BAP Routing ID for UL F1-C/non-F1 traffic on the target path, to the IAB-node undergoing recovery from RLF via RRCReconfiguration message in this procedure.
3.
The remaining part of the procedure follows the steps 12-15 of the inter-CU topology adaptation procedure defined in clause 8.x.x.1. 
Descendant node(s) of the IAB-node undergoing recovery from RLF may also need to switch to new TNL address(es) anchored in the target-path IAB-donor-DU following the same mechanism as described for IAB inter-CU topology adaptation procedure in clause 8.x.x.1. The descendant node(s) may also be provided with new default UL mapping via RRC, after the IAB-node undergoing recovery from RLF connects the new IAB-donor-CU via the recovery path.
Proposal 16: It is suggested that the procedure in Figure 1 is taken as the baseline procedure for inter-CU BH RLF recovery, wherein the context of UEs and descendant nodes are maintained in the initial IAB-donor-CU.
Conclusion
In this contribution, we first discussed some remaining issues regarding inter-donor migration based on the agreements in last RAN3 meeting. And then, we discussed stage 2 procedure for inter-donor migration (including partial migration and DU migration) and RLF recovery respectively. And we have the following proposals:

Proposal 1: IP address replacement for the boundary node could be supported by existing RRC signaling. 

Proposal 2: IP address release procedure could be implicitly triggered by the boundary node as in R16 IAB without specification impact.  .
Observation 1: If DL F1 GTP TEID is updated after partial migration, source donor CU needs to acquire the new F1 GTP TEID allocated by the boundary node via F1AP messages, before performing DL transmission. In this case, there is actually no benefit to use Xn signaling to notify source CU of new IP address allocated to the boundary node by target CU. 
Proposal 3: For no IPsec/IPsec transport mode, the source CU is notified via F1AP signalling about the IP addresses assigned to the boundary node by target CU. 

Proposal 4: In case IPsec tunnel mode is used, the new IP addresses of boundary IAB node (i.e. outer IP address) and the corresponding usages of these new IP addresses need to be provided to the source donor CU.

Proposal 5: Existing GNB-DU CONFIGURATION UPDATE message could be reused to transfer the new outer IP address to the source donor CU for F1-U traffic. 

Proposal 6: It should be further discussed whether GNB-DU CONFIGURATION UPDATE message needs to be enhanced to transfer outer IP addresses for F1-C and non-F1 traffic. 

Observation 2: If IPsec tunnel mode is used and if DL F1 GTP TEID is updated after partial migration, source donor CU needs to acquire the new F1 GTP TEID allocated by the boundary node via F1AP messages, before performing DL transmission. In this case, there is actually no benefit to use Xn signaling to notify source CU of new outer IP address allocated to the boundary node by target CU.
Observation 3: The QoS info is not needed to be transferred from the target CU to the source CU since the UE context is still maintained and controlled at the source donor CU
Proposal 7: Existing XnAP handover request message could be reused for the revocation of the partial migration. 
Observation 4: The resources related to the UE-associated signaling connection between the source and the target donor CU may be released by the source CU after receiving XnAP UE CONTEXT RELEASE message.
Proposal 8: The UE associated Xn connection between the source donor and the target donor needs to be kept in the source donor CU in order to support the revocation of the partial migration.

Proposal 9: The target donor CU could indicate that UE associated Xn connection between source and target donor needs to be kept at the source donor CU, e.g., in the XnAP UE CONTEXT RELEASE message. 

Observation 5: RAN1 has not identified any technical issues for Alt1. 

Proposal 10: For Alt 2, RAN3 confirms and replies to RAN1 that understanding 2 of alt 2 is in line with RAN3 assumption. 

Observation 6: According to the RAN2 reply LS, RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed. 

Proposal 11: RAN3 confirms RAN2’s understanding “R2 assumes that the UE need to be able to treat the separate resources as different cells on L1”. 

Proposal 12: RAN3 includes the following in the reply LS “ separate physical cell resources used by the two logical DUs means different carriers, or orthogonal time and frequency resources of the same carrier which is also in line with RAN1 understanding.” 
Observation 7: Regarding Alt2, several potential issues have been raised in RAN2 and it was pointed out that Alt2 requires co-ordination across multiple WGs.
Observation 8: RAN4 replied that Alternative 1 can be supported without impact to RAN4 specification TS 38.133. 

Observation 9: RAN4 replied that UE may not meet NCGI acquisition delay/handover requirements in Alt2. 
Proposal 13: Alternative 1 (the two logical DUs use separate physical cell resources) is selected for the two logical DUs in full migration.

Proposal 14: Source donor CU could trigger the IAB-DU migration procedure by indicating IAB node to initiate F1 setup procedure with target donor CU.   
Proposal 15: After IAB-DU established F1 connection with the target donor-CU, an indication could be sent from the IAB-DU or target donor CU to the source donor CU to trigger the migration of its served UEs/child-MTs. 
Observation 10: After all served UEs/MTs are migrated to target donor CU, F1 removal could be initiated by source donor CU. 
Proposal 16: It is suggested that the procedure in Figure 1 is taken as the baseline procedure for inter-CU BH RLF recovery, wherein the context of UEs and descendant nodes are maintained in the initial IAB-donor-CU.
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R3-213178 BL CR to TS 38.401 on support of eIAB Huawei
R3-212981 LS on Inter-donor migration
R1-2108529 Reply LS on inter-donor migration
R2-2109143 Reply LS on inter-donor migration
R4-2115354
Reply LS on inter-donor migration

3GPP


_1234567890.txt
!@@@Chart-generator later than 5.0����ÿ�	#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart

hscale=0.78;
defstyle z2 [text.font.face="Arial", text.size.normal=12,arrow.size=tiny,arrow.endtype=solid, vspacing=3];
defstyle z1 [text.font.face="Arial", text.size.normal=12,text.color="green-25%",arrow.color="green-25%",arrow.size=tiny,arrow.endtype=solid, vspacing=1, line.type=dashed, line.color="green-25%",line.width=1];
defstyle z3 [text.font.face="Arial", text.size.normal=12,text.bold=yes];
u:UE[z3];
mi:Migrating\nIAB-node[z3];
gsp:Source Path[z3]{
sp:Source Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe source path[z3];
sd:Source IAB-\ndonor-DU[z3];
};
sid:Source IAB-\ndonor-CU[z3];

gtp:Target Path[z3]{
tp:Target Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe target path[z3];
td:Target IAB-\ndonor-DU[z3];
};
idc:Target IAB-\ndonor-CU[z3];
ngc:NGC[z3];


u<-mi<-sp<-si<-sd<-sid<-ngc: Downlink user data[z1];
u->mi->sp->si->sd->sid->ngc: Uplink user data[z1];
mark P1start;
sid->idc:1. HANDOVER REQUEST[z2];
idc->tp: 2. UE CONTEXT SETUP REQUEST[z2];
idc<-tp: 3. UE CONTEXT SETUP RESPONSE[z2];
idc->sid:4. HANDOVER REQUEST ACKNOWLEDGE\n(RRCReconfiguration)[z2];
sid->sp:5. UE CONTEXT MODIFICATION REQUEST\n(RRCReconfiguration)[z2];
sp->mi:6. RRCReconfiguration[z2];
sp->sid:7. UE CONTEXT MODIFICATION RESPONSE[z2];
mi<->tp:8. Random Access Procedure[z2];
mi->tp:9. RRCReconfigurationComplete[z2];
tp->idc:10. UL RRC MESSAGE TRANSFER \n(RRCReconfigurationComplete)[z2];
idc<->ngc:11. Path Switch Procedure[z2,line.type=dashed];
mark P1end;
mi--idc:12. Configuration of BH RLC channel, BAP route and mapping rules along target path \nbetween migrating IAB-node and target IAB-donor-DU via target parent IAB-node[text.font.face="Arial",text.size.normal=12];
mi--td:13. Redirection of migrating IAB-node-DU's F1-C and F1-U to target path[text.font.face="Arial",text.size.normal=12];
idc->sid:14.UE CONTEXT RELEASE[z2];
sp--sid:15. Release of BAP route along source path between migrating \nIAB-node and source IAB-donor-DU via source parent IAB-node[text.font.face="Arial",text.size.normal=12];
ngc->sid:[z1];
mark P2end;
join sid->td:[z1];
join u<-mi<-tp<-ti<-td: Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sid:[z1];
join sid->ngc:[z1];

vertical brace  P1start->P1end:Phase 1:IAB-MT migration [z2];
vertical brace  P1end->P2end:Phase 2:F1 transport migration [z2];
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3. Same as step 12-15 of inter-CU topology adaptation procedure
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