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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The topic on support of dynamic ACL during handover and dual connectivity was discussed and progressed well at last RAN3 meeting. The agreements are cited as following:
It is proposed to agree that ACL needs to be supported for the following use cases:
· Signalling of source IP address for data forwarding traffic as part of the S1 and NG handover signalling for 
· Direct data forwarding
· Indirect data forwarding
· Signalling of source IP address for data forwarding traffic as part of the X2 and Xn handover signalling 
· For EN-DC and MR-DC cases, it is proposed to include the source IP address for data forwarding traffic as part of the
· MN-initiated SN Modification request/response
· SN Change Required 
· SN addition request
· In split architecture, at SN side, the source node user plane IP addresses should be also transferred to the ng-eNB-DU, gNB-DU for data forwarding for MN terminated bearers, and to the SN’s gNB-CU-UP for SCG bearers.
Send an LS to SA2 and CT1 to check whether source IP address signalling from the CN to target RAN in the case of indirect data forwarding, as part of the S1/NG HO signalling, is feasible
Conclude that no further enhancements are needed to address the IP Sec use case for ACL.
The granularity of the Source IP Address to be signalled in support to ACL, To be continued...
The only pending issue is the granularity of the source IP address to be signalled.  During the discussion at last meeting, few options were proposed:
· Per UE level
· Per PLMN level
· Per slice level
· Per 5QI/Qos flow level
In this contribution, we provide further analysis on this granularity issue and propose RAN3 to make a decision.
2. Discussion
It was commented at last meeting that, in a cloud based or RAN sharing deployment, there could be separate ACL machines in the receiving node. Without information such as PLMN, network slice and QoS class associated to the data forwarded traffic, the receiving node may not be able to configure the source node’s IP addresses to the appropriate ACL instance. 
In network sharing scenario, operators commented that different source node IP addressed may be assigned to the UEs from different PLMNs. And the network resources are expected to be split on PLMN basis, which implies that the node may have to maintain a separate ACL instance for each PLMN. 
In cloud RAN scenario, if the network resources of each slice are physically isolated, separate ACL instances may exist for each slice. In this case the standard should allow that the RAN could be developed to have dedicated function instances per slice. This is a typical cloud RAN type of implementation, where functions are instantiated to serve specific services. As part of such cloud design, each slice may be assigned dedicated IP domains or address pools. Therefore, the source IP address of data forwarding traffic tunnels would be assigned on a per slice basis. An ACL function that is deployed per slice or group of slices, would benefit from learning the source IP addresses for traffic associated to slices the function takes care of, rather than learning about all possible source IP addresses (namely also of traffic that the ACL function will not handle). 
Observation 1: In order to allow dedicated IP domains/addresses per slice, higher source IP granularity (e.g. source IP per PDU Session) is needed to inform the ACL function associated to the slice about relevant source addresses.
[bookmark: _Hlk84320416]Another scenario we explore is QoS based address domain assignment. In cloud-based deployments, multiple IP addresses could be in use for traffic exchange between two RAN nodes and the source IP address could be selected on a per QoS flow basis (e.g., based on 5QI). This would enable instances of RAN functions handling traffic for a specific QoS class to use specific IP addresses. Again, to support such deployments the source address of data forwarding traffic should be signaled on a per Qos flow basis. An ACL function that is deployed on a per QoS class or group of QoS classes, would benefit from learning the source IP addresses for traffic associated to the relevant QoS class, rather than learning about source IP addresses of traffic that the ACL function will not handle.
Observation 2: In order to allow dedicated IP domains/addresses per QoS class, higher source IP granularity (e.g. source IP per Qos flow) is needed to inform the ACL function associated to the QoS class about relevant source addresses.
Although a solution based on signaling of a list of source IP addresses on a per UE basis would work, it will  prevent the possibility of selecting a source IP address with a per PLMN, per RAT, per S-NSSAI and per QoS class granularity. This restriction seems not friendly to cloud RAN implementations.
Furthermore, if a list of addresses per UE is signaled to a target RAN, then each instance of ACL functions in place will need to handle a full list of source IP addresses corresponding also to traffic that those functions will not handle which is not scalable, e.g. in cases when such list becomes very large each instance of an ACL function would need to parse through unnecessarily large IP address lists. Hence, a better source IP granularity would be of great benefit to discern between the ACL instances.
Based on the above the following is proposed:
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK31]Proposal 1: The source IP address used for data forwarding traffic is signalled from the node sending forwarded data to the target node on a per Qos flow basis.
Furthermore, at the source side, the gNB-CU-UP needs to signal the source IP address to be used for data forwarding to the gNB-CU-CP, so that it can be forwarded to the target node.
Proposal 2: The gNB-CU-UP signals the source IP address to be used for data forwarding to the CU-CP.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we make the following observations and proposals:
[bookmark: _Toc423020280]Observation 1: In order to allow dedicated IP domains/addresses per slice, higher source IP granularity (e.g. source IP per PDU Session) is needed to inform the ACL function associated to the slice about relevant source addresses.
Observation 2: In order to allow dedicated IP domains/addresses per QoS class, higher source IP granularity (e.g. source IP per Qos flow) is needed to inform the ACL function associated to the QoS class about relevant source addresses.
Proposal 1: The source IP address used for data forwarding traffic is signalled from the node sending forwarded data to the target node on a per Qos flow basis.
Proposal 2: The gNB-CU-UP signals the source IP address to be used for data forwarding to the CU-CP.
It is proposed RAN3 to agree to the set of CRs in [1] ~ [7].
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