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Introduction
At the RAN3#113-e meeting. The following was agreed:
RAN3 studies enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
Meanwhile, the LS reply from RAN2 regarding the delivery of RRCReconfiguration to child nodes in intra-donor migration has arrived.
In this paper we discuss the above issues.
Minimizing the reconfiguration of descendant nodes in inter-donor migration and routing
One of the main design goals of Rel-17 IAB WI is the avoidance of service interruption. The main cause of service interruption in inter-donor migration is the reconfiguration of affected nodes. The reconfiguration of the boundary node and the ancestors under the new donor is inevitable, so the efforts should be invested in minimizing the reconfiguration of the descendants of the boundary node. 
Observation 1: The main cause of service interruption in inter-donor migration are the reconfigurations due to the migration.
Observation 2: The reconfiguration of the descendants of the boundary node can be minimized.
We note that, in partial migration, which is likely a temporary state, the descendant nodes remain anchored at the source donor, meaning that the topology adaptation should be as transparent as possible to the descendant nodes. 
Why IP address reconfiguration of descendant nodes should be avoided
One way to minimize the reconfiguration of descendant nodes is to avoid their IP address change in partial migration/inter-donor routing. In our view, the reduction of signalling and reduction of service interruption that could be achieved this way are significant. If the descendant nodes would keep using their IP addresses from the Donor-CU1 network, at least the following actions could be avoided in partial migration, per descendant node:
1. Coordination between source and target donors about the new IP addresses for the descendants.
2. RRC signalling from source CU to assign the new IPs to the descendants.
3. Setting up the new IPsec tunnel to the SeGW of source donor.
4. If MOBIKE is not used, updating of inner address to the source donor, establishing new SCTP association/updating the F1-U tunnel.
5. If MOBIKE is used, informing the source donor that the inner address is reused.
6. Since the network below the boundary node may consist of several hops, the above actions, executed per each descendant node, need to be orchestrated layer by layer. For instance, the above should be first executed by the children of the boundary node, then by their children etc.
It should also be noted that:
· If descendants would be forced to change their IP addresses, when partial migration is revoked, all the above redundant actions would need to be done once again, by each descendant node.
· The above is compatible with the Rel-16 intra-donor migration, where the step related to IP address update of descendants are omitted.
Observation 3: Avoiding the reconfiguration of the IP addresses for the descendants of the boundary node in partial migration/inter-donor routing would greatly reduce the service interruption and the amount of signalling during partial migration and inter-donor routing setup.
In the next section we propose a possible way to avoid IP address reconfiguration of the descendant nodes.
The proposed solution
At the RAN3#113-e meeting, the following was agreed for inter-donor-DU re-routing of UL traffic:
To address the source IP filtering during inter-Donor-DU re-routing, Option 4 (i.e. IP-based tunneling between IAB-donor-DUs) is considered. FFS on whether providing source IP address to target donor DU. 
We note that the mechanism agreed for inter-donor UL re-routing, i.e., establishing a tunnel between the Donor-DUs, can be reused for carrying both DL and UL traffic in inter-donor routing. We further note that this would also enable the descendant nodes to keep using their old IP addresses even when their traffic is proxied via another CU. 
Observation 4: The solution agreed for inter-donor UL re-routing, i.e., inter-donor-DU tunnel, can be the basis for the inter-donor routing, on both UL and DL.
The details of the solution can be discussed, but tentative steps could be as follows: 
· A set of GTP-U tunnels can be set up directly between Donor-DU1 and Donor-DU2 and can be used for tunnelling of BAP packets between the two donor-DUs. 
· In this case, for a DL packet to be proxied, Donor-DU1, based on the content of the IP header assembles the BAP header with a BAP routing ID, just as in Rel-16. Note that the BAP Routing ID here pertains to the Donor-CU2 network. Donor-DU1 is configured for this derivation based on the coordination between Donor-CU1 and Donor-CU2. 
· Donor-DU1 then appends the GTP-U and tunnel IP headers to the packet, on top of the BAP header. Note that the destination IP address in the tunnel IP header pertains to the IP address of the Donor-DU2 side of the tunnel.
· The packet is sent via GTP-U tunnel to Donor-DU2.
· Donor-DU2 removes the tunnel IP and GTP-U headers (leaving the packet with the BAP header) and passes this packet towards the boundary node. 
· The boundary node executes BAP header overwriting, as previously agreed for partial migration. then removes the proxy BAP header with BAP routing ID from Donor-CU2 network and passes the packet towards the destination. 
· Handling of uplink traffic could be similar to the agreed approach for UL inter-donor re-routing.
The steps above assume tunnelling of BAP packets. Alternatively, the tunnelled packet may be an IP packet, carrying the original IP header. In this case, Donor-DU2 would need to be configured for deriving the appropriate BAP header and the tunnel would have to be configured for the Donor-DU1 IP address range. Please note that, in any case, Donor-DU2 and the boundary node need to be reconfigured for inter-donor routing.
Proposal 1: For inter-donor routing of DL and UL traffic, a tunnel between the source Donor-DU and the target Donor-DU is established. 
We understand that RAN3 has agreed to discuss the above as an enhancement to the baseline inter-donor routing case. However, given:
· The evident benefits of avoiding IP address change to descendant nodes, 
· The fact that there is no baseline inter-donor routing mechanism defined yet (so, nothing to enhance),
· The solution is compatible with the agreed solution for UL inter-donor re-routing.
we think that RAN3 should consider the above mechanism as the baseline for inter-donor routing.
Proposal 2: For inter-donor routing, the proxied DL and UL traffic is passed between donors through one or a set of parallel tunnels established between their respective Donor-DUs.  
Proposal 3: The solution where the proxied DL and UL traffic is passed between donors through a set of tunnels established between their respective Donor-DUs, is the baseline for inter-donor routing. 
Delivery of RRC message to child nodes in intra-donor migration
[bookmark: _In-sequence_SDU_delivery]Several meetings ago, RAN3 decided to consider only the following two solutions for RRCReconfiguration message delivery to a child in intra-donor migration:
· Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.
· Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.
Note that the prerequisite step was agreed at the RAN3#113-e meeting:
The RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node.
An LS was sent asking RAN2 to evaluate the two options. In their reply LS in R3-214689, RAN2 evaluates the standardization impact of both options and the issues to be solved. Although the LS does not explicitly recommend any of the 2 options, we think that Sol1 shall be selected, due to the following reasons:
· Sol2 generates more standard impact than Sol1 (e.g., RRC impact and BAP impact), where the advantage of Sol2 is unclear. 
· The claimed drawbacks of Sol1 are based on a theoretical scenario, where two RRCReconfiguration messages for a child arrive at the parent node in a very short time span. 
· Sol2 also requires an L2 indication from the migrating IAB-node to the child IAB-MT that prerequisite step has been fulfilled. Moreover, the L2 indication needs to be passed on to further descendant IAB-MTs, in the form of a BAP control PDU.
· Sol2 generates twice more signalling than Sol1, since the RRCReconfiguration message carrying a conditional reconfiguration is followed by an L2 indication that the configuration should be applied.
· In case full inter-donor migration is specified, Sol2 will not be applicable, because it will require UE impact. Namely, the UEs will be impacted since the key need to be changed due to CU change and the UEs need to be able to receive and understand the L2 indication that activates the conditional configuration.
Based on the above, we propose:
Proposal 4: In intra-donor migration, the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed. 
Conclusion
This paper discusses the reduction of service interruption in inter- and intra-donor migration. The following is observed:
Observation 1: The main cause of service interruption in inter-donor migration are the reconfigurations due to the migration.
Observation 2: The reconfiguration of the descendants of the boundary node can be minimized.
Observation 3: Avoiding the reconfiguration of the IP addresses for the descendants of the boundary node in partial migration/inter-donor routing would greatly reduce the service interruption and the amount of signalling during partial migration and inter-donor routing setup.
Observation 4: The solution agreed for inter-donor UL re-routing, i.e., inter-donor-DU tunnel, can be the basis for the inter-donor routing, on both UL and DL.
We propose the following:
Proposal 1: For inter-donor routing of DL and UL traffic, a tunnel between the source Donor-DU and the target Donor-DU is established. 
Proposal 2: For inter-donor routing, the proxied DL and UL traffic is passed between donors through one or a set of parallel tunnels established between their respective Donor-DUs.  
Proposal 3: The solution where the proxied DL and UL traffic is passed between donors through a set of tunnels established between their respective Donor-DUs, is the baseline for inter-donor routing. 
Proposal 4: In intra-donor migration, the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed. 



2

