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Introduction

The Work Item on Enhancement for RAN slicing [1] is starting as planned in 21Q4 at RAN3#113.

It addresses two main items:

· Follow-up of the conclusions of the RAN study on Enhancement for RAN slicing [1];

· Implementation of the SA2 eNS Phase2 affecting RAN3.

This paper addresses the first item. The RAN study on Enhancement for RAN slicing was completed in March 2021 and the outcome is captured in the TR 38.332 [2]. The RAN3 scope within the TR concerns the Service Continuity. 

In the conclusion of [2] RAN3 agreed to continue normative work on scenario s 1,3,5,6 only. 

Conclusions on Solutions for Scenarios 1, 3, 5, 6:
The solutions to support following RAN slicing scenarios are recommended by RAN3 to be specified in normative phase:
-
Resource shortage in case of Intra-RA mobility
-
Slice resource shortage for MR-DC
-
Slice overload in RAN node in absence of mobility
The following solutions are recommended by RAN3 to be specified in normative phase for scenario 1,3,5,6 according to TS 28.541 [2]. Study in SA5 is needed if further capabilities are deemed required by RAN in normative phase beyond those already supported: 
-
Configuration based Solution (section 6.2.3.1)

-
Slice resource re-partitioning (section 6.2.3.2)

-
Multi-carrier radio resource sharing (section 6.2.3.3)

Multi-carrier radio resource sharing solutions (6.2.3.3)

This solution is applicable to scenario 1. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:
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Figure 6.2.3.3-1: RAN node supporting two layers
The solution addresses temporary resource shortage in one cell as per scenario 1, and where the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available.

In above, this could be the case for slice 1 and cell 1/F2 (or also slice 1 and cell 2/F1).

The solution consists of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes. This solution can be seen as fallback planning in the RAN.
We assume in the above description that for both DC and CA the other cell may potentially be outside the TA of the serving cell and even outside the RA of the UE. If confirmed this should be clearly hinted in the specification.

With the above assumption, the solution described above can be achieved today by appropriate usage of CA or DC. No new specification is needed since slice support is already exchanged between neighbor nodes.

Proposal 1: the multi-carrier radio resource sharing doesn’t need specification change per say. We propose to describe this case in the TS 38.300 specification with a clarification that the added cell may be outside the serving TA or RA of the UE.
Resource Partitioning solutions (6.2.3.2)

This solution is described as follows:
This solution is applicable to scenario 1. In this solution, the resource limits for a particular slice in the RAN are relaxed (possibly for a limited time period). This is applicable for resource types which have been hard-partitioned between slices, or where a limit per slice has been defined according to the SLA. For example, such an approach could be applied individually (or jointly) to the following:

-
spectrum resource (e.g. slots, beams, carriers etc);

-
transport resources (e.g. backhaul capacity);

-
hardware resources (e.g. specific processors, processing load, intra-RAN logical nodes such as a gNB-CU-UP).

To solve this problem, the system can allow a slice to use another slice's resources on a temporary basis i.e. making the partition soft. The RAN may allow such temporary overflow while keeping some form of accounting of resources used which may be used to modify the existing SLA, or provide reporting.

SA5 had already commented that this solution is already possible by using prioritized resource pool (i.e. “resources with priority for certain slices”) as per the following extract from their reply LS [3]:
Shared resources are always available for contention. Resources with priority for certain slices are shared when not used, i.e. making the partition soft
Common understanding in SA5: This means that for example a S-NSSAI 1 can use the resources from its full dedicated pool then, if needed, from the resources of the prioritized pool of S-NSSAI 1 then, if needed, from the shared pool then, if needed, from the prioritized pool of another S-NSSAI 2 on a temporary basis i.e. as long as it is limited in time.
If such overbooking lasts too long, then SA5 also acknowledged that reconfiguring of the ratio is possible as clarified in [3]:
It may be dynamically modified to accommodate for local traffic situations, therefore re-partitioning resources (a.k.a reconfiguring ratios) between groups of network slices is possible
We note from the above statement that it is already possible to update the thresholds corresponding to a dedicated pool. The question is how dynamic this update should be enabled?

We don’t see the necessity for RAN3 to put a requirement to SA5 of dynamicity. Indeed, such repartitioning of resources would anyway require the redefinition of the SLA for S-NSSAI 1. This obviously needs operator’s intervention and decision based on some analytics collected over a certain amount of time. This can only be semi-static.
Proposal 2: As per previous SA5 reply, the resource partitioning solution can be implemented by modification of the threshold in a semi-static manner. We don’t see the use case to put a new requirement of dynamicity to SA5 or to ask SA5 to change their model in TS 28.541.  We propose to include a description of this solution into TS 38.300 as one valid solution for slice resource management. See companion draft CR.
Configuration based solutions (6.2.3.1)

This solution is described as follows in [2]:

-
Scenario 1: Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility

As specified in TS 28.541 [2], the slice re-mapping between different S-NSSAIs can be achieved via the prioritized resource modelling. For example, suppose UE's ongoing slice is S-NSSAI 1 configured with rRMPolicyMaxRatio policy, which can use at least one of the shared resources, prioritized resources and dedicated resources. If the dedicated resources are not available, it can use other un-used prioritized and shared resources.

As explained above and emphasized in bold, the gNB will try to use its dedicated resources first. Only if those dedicated resources are not available i.e. fully used, then gNB can use for S-NSSAI 1 the prioritized pool or the shared pool. 

This part is similar to solution 6.2.3.2, and the use of the prioritized or shared pool is already well described in TS 28.541. 
The TR 38.332 also states:

But the following needs to be further studied, e.g., for the S-NSSAI 1,

-
it can explicitly use resources belonging to which S-NSSAIs;(1)

-
it can use the dedicated but not used resources of other S-NSSAIs; (2)
-
it can preempt the used prioritized and/or shared resources from other S-NSSAIs.(3)

In this case, further involvement with SA5 is required.

As explained above, (1) and (3) are already covered by resource partitioning solution and are covered by existing TS 28.541. The difference is (2).
But (2) may contradict the definition of dedicated resources of TS 28.541 since SA5 clarified in their past LS in [3] that “dedicated resources cannot currently be shared outside the assigned group of slices”:

Shared resources are always available for contention. Resources with priority for certain slices are shared when not used. Dedicated resources cannot currently be shared outside the assigned group of slices

A study in SA5 may be needed if further capabilities are deemed required by RAN

Given that it is already possible to manage extra resources using the shared and prioritized pools using the resource partitioning solution (6.2.3.2) above, we see no reason to break the current paradigm of dedicated pool.
An evolution of the concept of dedicated pool would make it equivalent to the prioritized pool. Therefore, there is no motivation to change the definition of the dedicated pool in that direction.

Proposal 3: align the configuration-based solution to the resource partitioning solution by keeping the restriction of not using the dedicated resources of other slices. 
Conclusion and Proposals
This paper has reviewed the service continuity solutions agreed for the work item and concluded that these solutions can be achieved without specification impact and new study in SA5. 
Proposal 1: the multi-carrier radio resource sharing doesn’t need specification change per say. We propose to describe this case in the TS 38.300 specification with a clarification that the added cell may be outside the serving TA or RA of the UE.

Proposal 2: As per previous SA5 reply, the resource partitioning solution can be implemented by modification of the threshold in a semi-static manner. We don’t see the use case to put a new requirement of dynamicity to SA5 or to ask SA5 to change their model in TS 28.541.  We propose to include a description of this solution into TS 38.300 as one valid solution for slice resource management. 

Proposal 3: align the configuration-based solution to the resource partitioning solution by keeping the restriction of not using the dedicated resources of other slices. 

A draft CR for TS 38.300 is provided in [4] which specifies the above solutions and is proposed as baseline CR for this work.
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