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1. Introduction
At RAN3 meeting 113e, the following agreements were reached:
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
And the following open issues were identified as FFS:
Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
This contribution discusses the solution and standards impact for Load Balancing use case on the identified FFS items as specified in TR37.817[1].
2. Discussion
This section discusses the two solution options agreed from RAN3-113e meeting, the input data and the output data for the AI/ML model for load balancing.
· Solution option 1: the AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
· Solution option 1: both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node
2.1 AI/ML Model Training on OAM and AI/ML Model Inference on NG-RAN node
The first solution option, AI/ML Model Training is in the OAM and AI/ML Model Inference is in the gNB, is illustrated in Figure 2.1-1.

Figure 2.1-1. AI/ML Model Training on OAM and AI/ML Model Inference on NG-RAN

Step 0.1: OAM entity collects needed data from UE and NG-RAN nodes, e.g., UE mobility history, traffic load history, resource usage history.
Step 0.1: OAM entity trains AI/ML model for load balancing, using the measurement data collected. After model training, the trained model for load balancing is deployed to NG-RAN nodes.
Following steps assume NG-RAN nodes use trained AI/ML model for load balancing inference.  
Step 1. NG-RAN node performs traffic load and resource usage prediction. Collected measurements are used as input to prediction. The measurements include current traffic load, historical traffic load, current resource status, historical resource status, etc.
Step 2. NG-RAN nodes exchange current status and predicted information with neighboring NG-RAN nodes if requested, e.g., current traffic load, current resource status, predicted traffic load, predicted resource usage.
Following steps assume NG-RAN node 1 is performing the load balancing.  
Step 3. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to candidate UE(s) including configuration information. 
Step 4. UE collects the indicated measurement of serving cell and neighbouring cells and its mobility history information.
Step 5. UE sends measurement report message to NG-RAN node1 including the required measurement and recent mobility history information.
Step 6. NG-RAN node 1 makes load balancing decision based on the current status (for itself and neighbors), the AI/ML model inference results (traffic load/resource prediction results for itself and neighbors and UE trajectory prediction results) and received UE measurements.
Step 7. According to the load balancing decision, NG-RAN node 1 performs appropriate handover procedures. Node 1 may include UE trajectory and traffic history to node 2 as part of UE context in the HO procedure.
Step 8. UE sends performance feedback to target NG-RAN node 2, e.g., packet loss, packet delay, average throughput.
Step 9. NG-RAN node 1 and node 2 collect performance feedbacks and send the feedbacks (feedback from node 2 includes UE performance feedback and network performance feedback like traffic load, resource usage, etc., and feedback from node 1 includes network performance feedback and UE performance for remaining UEs it serves) to OAM for AI/ML Model and load balancing performance evaluation.
Observation 1: For the solution option that AI/ML model training is on OAM and AI/ML model inference is on NG-RAN, coordination between NG-RAN and OAM is needed for model deployment and performance feedback procedures. 
Observation 2: For the solution option that AI/ML model training is on OAM and AI/ML model inference is on NG-RAN, the predicted traffic load and predicted resource usage from neighboring nodes are needed at the source NG-RAN to support AI/ML-based load balancing. 
2.2 AI/ML Model Training and AI/ML Model Inference on NG-RAN node
The second solution option, both AI/ML Model Training and A/ML Model Inference is on NG-RAN node, is illustrated in Figure 2.2-1.
[image: ]Figure 2.2-1. AI/ML Model Training and AI/ML Model Inference on NG-RAN


Step 1: NG-RAN nodes collect needed data from UE and within NG-RAN nodes, e.g., UE mobility history, traffic load history, resource usage history. 
Step 2: NG-RAN nodes train AI/ML model for load balancing, using the measurement data collected.
Step 3. NG-RAN nodes performs traffic load and resource usage prediction. Collected measurements are used as input to the prediction. The measurements include current traffic load, historical traffic load, current resource status, historical resource status, etc.
Step 4. NG-RAN nodes exchange current status and predicted information with neighboring NG-RAN nodes if requested, e.g., current traffic load, current resource status, predicted traffic load, predicted resource usage.
The following steps assume NG-RAN node 1 is performing the load balancing.  
Step 5. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to candidate UE(s) including configuration information. 
Step 6. UE collects the indicated measurement of serving cell and neighbouring cells and its mobility history information.
Step 7. UE sends measurement report message to NG-RAN node1 including the required measurement and its mobility history information.
Step 8. NG-RAN node 1 makes load balancing decision based on the current status (for itself and neighbors), the AI/ML model inference results (traffic load/resource prediction results for itself and neighbors and UE trajectory prediction results) and received UE measurements.
Step 9. According to the load balancing decision, NG-RAN node 1 performs appropriate handover procedures. Node 1 may include UE trajectory and traffic history to node 2 as part of UE context in the HO procedure.
Step 10. UE sends performance feedback to target NG-RAN node 2, e.g., packet loss, packet delay, average throughput.
Step 11. NG-RAN node 2 sends performance feedback (including UE performance feedback and network performance feedback like traffic load, resource usage, etc.) to NG-RAN node 1 for AI/ML Model and load balancing performance evaluation.
Observation 3: For the solution option that AI/ML model training and AI/ML model inference both are on NG-RAN, the predicted traffic load and predicted resource usage from neighboring nodes are needed at the source NG-RAN to support AI/ML-based load balancing. 
Proposal 1: To support AI/ML-based load balancing, NG-RAN node should deliver predicted traffic and predicted resource usage information to its neighbour node(s) if requested.
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Proposal 2: For the solution option that AI/ML model training and AI/ML model inference are both on NG-RAN, the target NG-RAN node should provide performance feedback which includes UE performance feedback and network performance feedback to the source NG-RAN node if requested.  
2.3 Input of AI/ML-based Load Balancing
The following data is required as input data for AI/ML-based load balancing.
Input Information collected from the local node:
· Predicted traffic load
· Predicted resource usage
· UE trajectory prediction results
Input from UE side:
· UE location history, e.g., coordinates, serving cell ID
· UE historical serving cells (together with their locations which may be available/known at the serving node)
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR.
· Moving velocity
Input from neighboring NG-RAN nodes:
· Predicted traffic load
· Predicted resource usage
· Past handover performance information
· UE performance information (for those UEs handed over from the source NG-RAN node)
2.4 Output of AI/ML-based Load Balancing
There are a couple of outputs needed in support the AI/ML-based load balancing: 
· Output from AI/ML-based Load Balancing decision:
· Target NG-RAN node to handover the UE
· Output from AI/ML-based traffic load prediction/estimation:
· Predicted traffic load (granularity and timescale may be configured)
· Output from AI/ML-based resource usage prediction/estimation:
· Predicted resource usage (granularity and timescale may be configured)
· Output from UE trajectory prediction:
· Predicted UE trajectory, e.g., location coordinates (granularity and timescale may be configured)
2.5 Standards Impact
2.5.1 AI/ML Model Training on OAM and AI/ML Model Inference on NG-RAN node
· Uu interface:
· UE mobility history information, e.g., UE’s coordinates, serving cell ID (for trajectory prediction in load balancing decision)
· Performance feedback, e.g., packet loss, packet delay, average throughput (reuse existing MDT measurements)
Note: UE measurement configuration and Measurement Report can reuse existing 3GPP procedures.
· Xn interface
· Predicted traffic load to be sent to neighboring NG-RAN nodes (if requested)
· Predicted resource usage to be sent to neighboring NG-RAN nodes (if requested)
2.5.2 AI/ML Model Training and AI/ML Model Inference on NG-RAN node
· Uu interface:
· UE location history, e.g., UE’s coordinates, serving cell ID (for trajectory prediction in load balancing decision)
· Performance feedback, e.g., packet loss, packet delay, average throughput (reuse existing MDT measurements)
Note: UE measurement configuration and Measurement Report can reuse existing 3GPP procedures.
· Xn interface
· Predicted traffic load to be sent to neighboring NG-RAN nodes (if requested)
· Predicted resource usage to be sent to neighboring NG-RAN nodes (if requested)
· Performance feedback (after the load balancing action) to be delivered from the target NG-RAN node to the source NG-RAN node (including performance feedback from UE and performance feedback at target NG-RAN node).  
3. Conclusion
Observation 1: For the solution option that AI/ML model training is on OAM and AI/ML model inference is on NG-RAN, coordination between NG-RAN and OAM is needed for model deployment and performance feedback procedures. 
Observation 2: For the solution option that AI/ML model training is on OAM and AI/ML model inference is on NG-RAN, the predicted traffic load and predicted resource usage from neighboring nodes are needed at the source NG-RAN to support AI/ML-based load balancing. 
Observation 3: For the solution option that AI/ML model training and AI/ML model inference both are on NG-RAN, the predicted traffic load and predicted resource usage from neighboring nodes are needed at the source NG-RAN to support AI/ML-based load balancing. 
Observation 4: Performance feedback including both the UE performance feedback and network performance feedback can be used to help understand AI/ML-based load balancing solution.
Proposal 1: To support AI/ML-based load balancing, NG-RAN node should deliver predicted traffic and predicted resource usage information to its neighbour node(s) if requested.
Proposal 2: For the solution option that AI/ML model training and AI/ML model inference are both on NG-RAN, the target NG-RAN node should provide performance feedback which includes UE performance feedback and network performance feedback to the source NG-RAN node if requested.  
Proposal 3: RAN3 to agree on provided AI/ML-based load balancing solutions and standard impacts.
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