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For the Chairman’s Notes – phase 2 content
Proposal 2-2: RAN3 studies how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
Proposal 3-1: Regarding the processing at the boundary node:
· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· RAN2 to be liaised with respect to the points above.
Proposal 3-2: For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
Proposal 3-5: A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively.
Proposal 5-1: Partial inter-donor migration can be revoked. FFS on whether it needs enhancement to current procedures. 
Proposal 5-2: In partial inter-donor migration procedure, MOBIKE may be applied to update the outer address without changing the inner address.
Discussion

Disclaimer: The Moderator prioritized some issues wrt some other. Some proposals have been left out because they are either too detailed at this stage or because they are dependent on other proposals. 

Partial inter-donor CU migration

Moderator’s Note: The terms “CU1” and “source CU” and “CU2” and “target CU” are used interchangeably.

Issue 1: IP address assignment to the boundary node

Issue 1-1: Boundary node IP address addition, removal, and replacement
Paper [2] proposes that both IP address addition, removal and replacement should be supported. It is argued that the following XnAP signalling exchanges are needed (note that the discussion in this section pertains to the boundary node):
1. For IP address addition, CU1 passes a request for new IP addresses to CU2, and CU2 returns the new IP sets of IP addresses.
a. The Moderator understands that: 1) “addition” means assigning additional addresses i.e., after migration of boundary MT; 2) “CU1 passes” means that the originator of the request is the boundary node, but it is unclear why CU1 is in the loop, given that boundary MT has already migrated.
2. For IP address release, CU1 passes information related to the IP addresses to be released which CU2 will confirm.
a. The Moderator understands that “CU1 passes” means that the originator of the request is the boundary node. The reason why CU1 is in the loop is that CU1 wants to release the traffic resources pertaining to a certain IP address from CU2 network.
3. For IP address replacement, CU1 passes the old IP addresses to CU2 with the corresponding QoS info, and CU2 returns the replacement addresses and configures the donor DU accordingly.
a. The Moderator understands that the “replacement” here means that addresses from CU1 network are replaced by the addresses from the CU2 network, during e.g., inter-donor migration, so the CU2 addresses are assigned for the first time. We prefer to use the term “assignment” for this use case instead.
4. For IP address replacement, CU2 may proactively inform the CU1 about the replacement addresses, at any time after migration.
· The Moderator understands that the “replacement” means that addresses from CU2 network are replaced by the addresses from the CU2 network, and the source CU is notified so that it can properly route DL traffic.
Paper [3] also argues that, should the need for new IP addresses arise, the boundary node may request the new addresses from the CU2 directly, using current RRC signalling.
Moderator’s Note: Given the possible ambiguities in the terminology above, the Moderator proposes another terminology, given in Question 1-1. For instance, what is called “replacement” in Proposal 5b in [2] is called “assignment” in the questions below.
Question 1-1: For inter-donor migration and redundancy, for the boundary node, which of the following functionalities should be supported for the IP addresses assigned by CU2? 
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 network, e.g., at inter-donor migration (i.e., first-time assignment of CU2 network IP addresses).
· Addition: assignment of additional addresses from CU2 network, after inter-donor migration.
· Replacement: an address from CU2 network is replaced by another address from CU2 network.
· Release: an address from CU2 network is released.
If you disagree with the terminology, please suggest an alternative.
Question 1-2: For the four functionalities above, which node can be the initiator: boundary node, CU1, CU2? 
Question 1-3: For assignment, do you agree that, at inter-donor migration, CU1 passes the old IP addresses to CU2 with the corresponding QoS info, and CU2 returns the new addresses and configures the target donor DU accordingly?

	Company
	Answer

	Ericsson
	Q1-1: all 4 are needed
Q1-2:
· Assignment: the boundary node (CU1 passes the request). 
· Addition: the boundary node.
· Replacement: CU2.
· Release: CU2.
Q1-3: in our understanding, the old IP addresses need not be provided by CU1 during IP address assignment by CU2. They should be provided in the IAB-IP-AddressConfiguration-r16 IE included in the HandoverPreparationInformation, included in the XnAP HANDOVER REQUEST message.
If it is necessary to provide IP header info during inter-donor coordination for setting up BH in the CU2 network, it may be sufficient to provide old IP indexes. The CU2 knows the corresponding IP for every index from the IAB-IP-AddressConfiguration-r16 IE included in the HandoverPreparationInformation, included in the XnAP HANDOVER REQUEST message.

	Qualcomm
	Q1-1: all 4 are needed, with the following change: Addition of IP addresses does not only apply to IAB-node migration but may also apply to inter-donor redundancy. 
Q1-2: The term “initiator” is used here. The term “requestor” may be clearer.
· Assignment: the boundary node (CU1 sends the request in an RRC container). 
· Addition: the boundary node (CU2 sends the request in an RRC container).
· Replacement: CU2.
· Release: CU2.
Q1-3: 
· For assignment (which is actually a replacement of CU1 address -> CU2 address), the HandoverPreparationInformation includes the old address. IAB-IP-AddressConfiguration-r16 IE can be used for this purpose as proposed by Ericsson. CU2 sends the new address with index in the handover command to the boundary node’s MT. We should not include anything about QoS info in HandoverPreparationInformation since there are proposals to pass QoS info at a earlier or later stage (see Q5.3). This should be discussed separately.


	Huawei
	Q1-1: Fine but with comments. From specification perspective, do we need to differentiate “Assignment” and “Addition”?
Q1-2: The procedure between boundary and CU2 in RRC perspective can be same as R16 IP address management. The only issue is on Xn.
Q1-3: Not sure the “the old IP addresses to CU2” and “the corresponding QoS info” are passed together. In addition,  another alternative for the assignment, the CU1 can send the requested number of IP address(es) and usage of the requested IP address to the CU2, then no need send the old IP address to the CU2.

	Samsung 
	Q1-1: All 4 are valid, and “Addition” is also applicable for the inter-donor redundancy, RLF recovery. 
Q1-2: 
· Assignment: CU1?. 
The request is sent from CU1 to the CU2. However, whether CU1 is “initiator” or not depends on how to define “initiator”
· Addition: boundary/CU1/CU2. 
Boundary node can be the “initiator” via sending IABOtherInformation for IP address request. However, we are wondering if the boundary node can be the only “initiator”. Specifically, in some cases, CU2 may proactively trigger some new IP address allocation, and CU1 can also initiate the IP address request. 
· Replacement: CU2
· Release: CU1/CU2
CU1 can request to release IP address if some IP addresses are not used anymore. While CU2 can also indicate to release IP address. 
Q1-3: similar view as Qualcomm. We should discuss the QoS information and IP address assignment separately. 

	ZTE
	Q1-1: all of the 4 functionalities are needed. 
Q1-2: Assignment: CU1. the IP address assignment of boundary node from CU2 network during inter-donor  migration should be initiated by CU1 using handover request procedure. 
Addition: boundary node
Replacement: CU2 
Release: CU2
Q1-3: What does “corresponding QoS info” mean? In our view, assuming that old IP addresses is contained in the HandoverPreparationInformation in the XnAP HANDOVER REQUEST message, there is no QoS info corresponding to the IP address in the HandoverPreparationInformation message. 

	Nokia
	Q1-1: all 4 are needed. But the Addition/Replacement/Release may be performed by CU2 by directly sending the RRCReconfiguration to the IAB, without RAN3 impact. 
Q1-2: 
· Assignment: CU1 send the request to CU2. 
· Addition: the boundary node.  (This is after inter-donor migration. What is the scenario requiring CU1 or CU2 to add new IP address?)
· Replacement: CU2.
· Release: CU2.
Q1-3: the QoS should be discussed separately. Agree with QC


	Lenovo
	Q1-1: OK with all of 4 functionalities.
Q1-2: 
· Assignment: the boundary node initiates the request of IP addresses and the request is sent via RRC container from CU1 to CU2
· Addition: the boundary node
· Replacement: CU2
· Release: CU2/ the boundary node
Q1-3: We think CU1 only need to pass the number of IP addresses requested by the boundary node to CU2, and CU2 replies with the number of IP addresses. While for the mapping relation between old IP addresses and new IP addresses, it can be determined by the boundary IAB node itself or CU1.

	Fujitsu
	Q1-1: All 4 are needed.
Q1-2:
· Assignment: CU1 sends the request to CU2. 
· Addition: CU2 sends the request to CU1.
· Replacement: The same as assignment, CU1 sends request to CU2.
· Release: CU2 sends request to CU1.
Q1-3: Agree.

	CATT
	Q1-1: all 4 are needed.
Q1-2:
 •Assignment: CU1. Since the migration and load balance is decided by CU1. 
•Addition: boundary node and CU2 (CU2 decides to allocate other type of services to boundary node using other IP address)
•Replacement: CU2.
•Release: CU2.
Q1-3: I am not sure why CU2 should exactly know the IP address in CU1. But it is fine with me if the purpose is let the boundary node knows how to “match” the old and new IP address.  Maybe different IP addresses have different usage, e.g., IP address 1 is used to purpose A which is replaced by IP address 2 in CU2 also used to purposed A

	AT&T
	Q1-1: All 4 functionalities are needed.
Q1-2:
· Assignment: the boundary node 
· Addition: the boundary node
· Replacement: CU2
· Release: CU2
Q1-3: Agree with Ericsson. Also agree with QC that QoS info should be discussed separately

	
	


----------------------------------------------------------------------------------------------------------------------------------------
Summary:
 
Proposal 1-1: For the boundary node, the following is supported for the IP addresses assigned by CU2:
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 network.
· Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup/inter-donor RLF recovery.
· Replacement: an address from CU2 network is replaced by another address from CU2 network.
· Release: an address from CU2 network is released.
----
Proposal 1-2: The node initiating the execution of the above functionalities is
· Assignment: the boundary node. 
· Addition: the boundary node.
· Replacement: CU2.
· Release: CU2.
----
No proposal can be derived from the discussion on Q1-3.

Issue 1-2: Indication of new boundary node’s IP addresses to the source CU
The essential issue is how to indicate to the source CU the new IP addresses allocated to the boundary node:
· Option 1 ([3, 4, 6]): Via XnAP, inside the XnAP HANDOVER REQUEST ACKNOWLEDGE for the boundary MT.
· The claimed benefit is speeding up DL UP packet delivery towards the boundary node.
· Option 2 ([1, 2, 8, 9]): Via F1AP, inside the GNB-DU CONFIGURATION UPDATE and/or IAB UP CONFIGURATION UPDATE RESPONSE messages.
With respect to Opt1, paper [6] proposes that the gNB-DU Configuration Update is used to indicate to the source CU when these new (or new-old addresses, in case of MOBIKE) can be used.
Q1-4: Can existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node (network-based IP address allocation)?
Q1-5: For no IPsec/IPsec transport mode, how should the source CU be notified about the CU2 network IP addresses assigned to the boundary node:
· Via XnAP HANDOVER REQUEST ACKNOWLEDGE, or
· Via F1AP signalling (GNB-DU CONFIGURATION UPDATE and/or IAB UP CONFIGURATION UPDATE RESPONSE)?
Please state your detailed preference.
Q1-6: For no IPsec/IPsec transport mode, assuming that the new IP addresses are indicated to the source CU via XnAP, should the F1AP signalling be used to indicate to the source CU when these new addresses can start being used (e.g., after SA is ready)?
In paper [9] it is argued that no dedicated signalling for establishing the coupling between IP addresses in CU1 and CU2 networks, given that:
· For IPsec tunnel mode this is not necessary, as the source CU does not need to know the outer addresses from CU2 network.
· For no IPsec/IPsec transport mode, this is enabled by existing procedures.
Conversely, papers [1, 3] argue that coupling is necessary for IPsec tunnel mode also.
Q1-7: Does the source donor need to know the new outer IP addresses in case of IPsec tunnel mode?
Q1-8: Is any dedicated signalling needed to enable the coupling of IP addresses in CU1 and CU2 networks?

	Company
	Answer

	Ericsson
	Q1-4: Yes
Q1-5: Via F1AP signalling, but some enhancements may be necessary, e.g., to indicate the new F1-C addresses.
Q1-6: Let us first discuss whether XnAP or F1AP is used to notify the source CU about the new addresses.
Q1-7: No. For IPsec tunnel mode, the source CU does not see the outer IP addresses. 
Q1-8: No. For no IPsec/IPsec transport mode, this coupling can be established “organically”, via existing procedures (possibly with some enhancements).

	Qualcomm
	Q1-4: Yes
Q1-5: Via F1AP signalling. There is no benefit for CU1 to learn about these addresses earlier, i.e., in Xn HO Req Ack, since it is the IAB-DU that has to establish IPsec before these addresses can be used. In case of MobIKE, it is also the IAB-DU that initiates the MobIKE handshake.
Q1-6: We don’t understand what this has to do with IPsec transport vs. IPsec tunnel mode. We should not consider this scenario since direct signaling in XnAP is not necessary anyway. What does non-IPsec refer to? DTLS? No security protection?
Q1-7: For UP, the CU-CP1 may need to know the outer IP addresses. It will obtain them from the gNB-DU Configuration-Update message by the IAB-DU after HO execution. 
Q1-8: No. Agree with Ericsson.


	Huawei
	Q1-4: Yes
Q1-5: Via F1AP signalling (GNB-DU CONFIGURATION UPDATE and/or IAB UP CONFIGURATION UPDATE RESPONSE)
Q1-6: If this is anyway needed, there is certainly no need of XnAP message.
Q1-7: No. The outer IP address is only used by target CU to configure the DL mapping at the target donor DU.
Q1-8: No. Based on our understanding, the only motivation for the coupling of IP address(es) used in two CU’s network is for the signalling efficient update of F1-U tunnels endpoint information after the IAB-node migration. However, it is worth noting that, the IAB UP configuration update procedure which is introduced in R16 IAB, is for same purpose, this procedure allows the CU update all the F1-U tunnels corresponding to an old IP address to a new one simultaneously with only one signalling. So the existing procedure is efficient enough for achieving the coupling.


	Samsung 
	Q1-4: Yes 
Q1-5: Via XnAP HO REQ ACK. Moreover, the legacy gNB-DU configuration update message also need enhancement to support this feature. There is no benefit to use F1AP message. While if we use the XnAP HO REQ, the F1-U can be resume as long as the IPSec tunnel is established so that the source donor CU does not need wait for the F1AP message first. 
Q1-6: not needed. Since after the new IP address is configured to the boundary node, the first F1AP message is gNB-DU Configuration Update message. Moreover, before that, the SCTP association should be established with the source donor CU. When establishing SCTP association, the source donor CU can know that the new IP address can be in use. 
Q1-7: Yes
Q1-8: no

	ZTE
	Q1-4: Yes. the RRC containers for IP address assignment could be contained in existing XnAP HO signalling. 
Q1-5: Via F1AP signalling. The new inner IP address of boundary IAB node could be sent to source donor CU via existing IAB UP CONFIGURATION UPDATE RESPONSE message from boundary IAB node. And GNB-DU CONFIGURATION UPDATE message could be used to transfer the new outer IP address to the source donor CU. It should be further discussed whether GNB-DU CONFIGURATION UPDATE message needs to be enhanced to transfer outer IP addresses for F1-C and non-F1 traffic. 
Q1-6: Yes, the F1AP GNB-DU CONFIGURATION UPDATE message needs to be sent from boundary node to source donor CU to associate the new established SCTP association to the F1 connection even though we assume that new IP addresses are indicated to the source CU via XnAP.
Q1-7: Yes, in current specification, F1AP GNB-DU CONFIGURATION UPDATE message is used to inform the IPsec address and corresponding GTP address(es) and only packets with GTP TNL address included in the list corresponding to a certain IPsec address can be transferred via the corresponding IPsec tunnel. 
Q1-8: No, existing signaling could be used to inform CU1 the new IP address of IAB node. As stated above, the new inner IP address of boundary IAB node could be sent to source donor CU via existing F1AP IAB UP CONFIGURATION UPDATE RESPONSE message from boundary IAB node. And GNB-DU CONFIGURATION UPDATE message could be used to transfer the new outer IP address to the source donor CU.

	Nokia
	Q1-4: Yes
Q1-5: Via Xn HO Req Ack. This allows to resume the DL earlier, than using F1AP (Option 2)
Q1-6: Yes. Only the IAB node know when the IPsec SA is ready. This can be discussed later. 
Q1-7: No. 
Q1-8: it depends. For example, if CU2 generates a RRCReconfiguration to replace the old IP address with the new IP address, CU2 need to know the IP address (or related index) for U-plane, and for C-Plane. 

	Lenovo
	Q1-4: Yes
Q1-5: Via F1AP signalling (GNB-DU CONFIGURATION UPDATE and/or IAB UP CONFIGURATION UPDATE RESPONSE)
Q1-6: Let’s discuss this question after down selection for Q1-5. And if F1AP is needed anyway in this procedure, why not to use the F1AP signalling to notify the IP addresses directly.
Q1-7: Yes, and it can also use the F1AP signalling to inform CU2 with the IPsec tunnel mode outer IP addresses.
Q1-8: No

	Fujitsu
	Q1-4: Yes.
Q1-5: Via F1AP signalling.
Q1-6: We think the new IP addresses delivered via XnAP to CU1 may not be necessary. But it’s can still be discussed.
Q1-7: CU1 can know the IP addresses applied in the boundary node via the IAB DU configuration update message.
Q1-8: No.

	CATT
	Q1-4: Yes
Q1-5: Via Xn HO Req Ack. Option 1 can resume F1-U quicker than option 2. 
Q1-6: maybe yes. After IPsec establishment, DU will use new inner IP address to setup new SCTP association with target CU. But source CU does not know when these procedures done.
Q1-7: No. 
Q1-8: No


Summary:
Proposal 1-4: For network-based IP address allocation, the existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node.
----
Q1-5: For no IPsec/IPsec transport mode, how should the source CU be notified about the CU2 network IP addresses assigned to the boundary node:
· Via XnAP HANDOVER REQUEST ACKNOWLEDGE, or
· Via F1AP signalling (GNB-DU CONFIGURATION UPDATE and/or IAB UP CONFIGURATION UPDATE RESPONSE)?
6/9 companies think that the source CU be notified about the CU2 network IP addresses assigned to the boundary node via F1AP signalling, while 3/6 companies prefer to use XnAP HANDOVER REQUEST ACKNOWLEDGE. The claimed advantage of the XnAP option is that DL traffic may resume somewhat faster e.g., as soon as the IPsec tunnel is established between the boundary node and the source donor. The Moderator wonders if sending DL traffic before establishing F1 would break the F1 principles.
Proposal 1-5: WA: For no IPsec/IPsec transport mode, the source CU can be notified about the CU2 network IP addresses assigned to the boundary node via F1AP signalling.
----
Q1-6 is to be discussed after convergence on Q1-5.
----
Q1-7: Does the source donor need to know the new outer IP addresses in case of IPsec tunnel mode?
5/9 companies answered with “yes”, 4/9 companies answered with “no”. We already have an FFS from RAN3#112-e on this. More discussion is needed about the use cases, given that some of the positive or negative answers were not motivated.
----
Q1-8: Is any dedicated signalling needed to enable the coupling of IP addresses in CU1 and CU2 networks?
8/9 companies answered with “yes”, 1/9 companies answered with “no”.
Proposal 1-8: No dedicated signalling is needed to enable coupling of IP addresses in CU1 and CU2 networks.
Issue 1-3: Updating the IP address of source CU after migration
This issue is discussed in papers [1, 3, 9]. The claimed motivation is that IP routing reachability of the source CU may not be possible after migration. According to the papers, the IAB node should be informed about the new source CU IP address via:
· OAM [9],
· GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE [1].
Question 1-9: Is there a need to update the IP address of source CU after inter-donor migration? If so, how can this be indicated to the boundary node - via OAM or GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE?

	Company
	Answer

	Ericsson
	No, the motivation is not clear, so we are not sure that the update is needed.

	Qualcomm
	No. We already agreed: The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16).
We don’t understand why the CU’s outer IP address would change due to IAB-node migration.

	Huawei
	The motivation for the source CU IP address update is not clear, because the CU’s IP address is not anchored at the donor DU, and it does not need to be changed after the IAB topology update. In RAN3-112e meeting, RAN3 has agreed that “The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16)”, thus, even if the CU will use new IP address via the new routing path after the partial migration, the existing method, i.e. OAM based configuration is enough to provide updated CU’s IP address(es) to the IAB-node, and has less standard impact.

	Samsung 
	Open for either OAM or signalling

	ZTE
	Yes. Downlink packets needs to be transferred via target path between source CU and the migrating node. So if IPsec tunnel mode is used, new IPsec tunnel should be established between source donor CU and IAB node to protect F1-U traffic. Considering that source IP filtering may be used in the downlink between source donor CU and target donor DU, new outer IP addresses of source donor CU anchored at target donor DU need to be used to deliver the DL packets. 
Though it was agreed that the CU’s outer IP address can be configured via OAM (no change with respect to Rel-16), we think CU’s new outer IP address needs to be informed to IAB-DU via GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE message for security purpose. 

	Nokia
	No. We do not understand why this is needed, or the issue to be addressed. 

	Lenovo
	No. Even if updated, OAM method can be used.

	Fujitsu
	No, the motivation should be justified.

	CATT
	No. it is not clear for me why CU’s IP address should update after IAB migration. Why OAM is not enough.

	AT&T
	No. Don’t see the need to change IP address of source CU after inter-donor migration.

	
	


Summary:
8/10 companies answered with “yes”, 1/10 companies answered with “no”, 1 neutral company.
Given that we earlier agreed the following, no proposal is needed:
The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16).
----
Issue 2: (The avoidance of) new IP address assignment to the descendants of the boundary node

Papers [3, 4, 6, 7, 9] discuss the (avoidance of) new IP address assignment to descendants of the boundary node in partial migration. The benefits claimed by the proponents of avoiding IP address reconfiguration for the descendants of the boundary node are:
· Reduction of signalling during topology adaptation.
· Reduction of service interruption.
Moderator Observation 1: The issue of avoiding IP address assignment to descendant nodes is tightly related to the discussion about UL inter-donor-DU local rerouting scenario in CB # 1306_IAB_Multi-hop:
· In the UL inter-donor-DU local rerouting CB, the solutions for avoiding UL IP packet filtering are discussed.
· In the discussion about avoidance of new IP address assignment to boundary nodes, the solutions discussed are essentially about avoiding the IP packet filtering of DL and UL traffic to/from the descendant nodes.
So, in both cases, the problem at hand is IP packet filtering, at the target donor DU, of packets whose destination or source IP address pertains to another IP network.
At the RAN3#112-e meeting, the following options for avoiding IP address assignment to descendant nodes were considered (more details can be found in the related SoD in R3-212858):
· Option 1: Disabling of IP address filtering.
· Option 2: IP tunnelling.
· Option 3: Masquerading.
· Option 4: BAP tunnelling.
· Option 5: IP address replacing for DL + disable the source IP filtering for UL.
· Option 6: Static tunnel between source CU and target donor-DU.
Meanwhile, in the ongoing comeback on inter-donor-DU local rerouting (CB # 1306_IAB_Multi-hop), three solutions for avoiding UL packet IP filtering are discussed:
· Option 1: The target IAB-donor-DU is provided with the source IP address of re-routed packets.
· Option 4: A tunnel between source donor-DU and target donor-DU. The tunnel may be dynamic or static, pending further discussion.
· Option x: A static tunnel between source donor-CU and target donor-DU.
· Proposed in papers [11, 12, 13].
Moderator Observation 2: Option 6 for avoidance of new IP address assignment to the descendants, and the Option x for avoiding packet discarding in inter-donor-DU local rerouting from the RAN3#113-e rerouting comeback (CB # 1306_IAB_Multi-hop): “A static tunnel between source donor-CU and target donor-DU” are essentially identical. A certain similarity exists also between Option 1 from the former and Option 1 from the latter discussion.
Based on the similarity of the two problems above, paper [14] from the RAN3#113-e rerouting comeback (CB # 1306_IAB_Multi-hop) proposes to define a unified mechanism for inter-donor routing and UL inter-donor-DU local rerouting. The same view is shared by the papers [4] and [7] from the present comeback (CB # 1302_IAB_Inter_Donor_Mig).
Finally, a previous RAN3 (slightly forgotten) agreement also confirms the need for a unified transport mechanism:
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
The Moderator invites the proponents to explain the claimed benefits of keeping the old IP addresses at the descendant nodes. In case the benefits are recognized, based on the above discussion, the Moderator would like to propose a way forward that:
· Could be a resolution of the discussion on avoiding IP address reconfiguration for the descendants.
· Simplifies the Rel-17 specification work by using the same mechanism for all inter-donor routing scenarios.
Potential Proposal 2: To enable the descendants to retain their old IP addresses during partial migration, the solution for avoiding UL IP packet filtering in inter-donor local rerouting can be applied to all inter-donor routing scenarios, for UL and DL traffic to/from the descendants of the boundary node.
Q-2: Please express your view on the claimed benefits of avoiding IP address reconfiguration at the descendants of the boundary node, and the Potential Proposal 1.

	Company
	Agree/disagree
	Comment and motivation

	Ericsson
	Agree
	The essence of partial migration is that the topology adaptation is as transparent as possible to the descendant nodes, which remain anchored at the source donor.
Assigning new IP addresses to descendants can be easily avoided. This is not an optimization, but rather a way to significantly simplify the topology adaptation and reduce service interruption.
The benefits:
The reduction of signalling and reduction of service interruption that could be achieved are enormous. If the descendant nodes would keep using their IP addresses from CU1 network, at least the following actions could be avoided, per descendant node:
1. Coordination between source and target donors about the new IP addresses for the descendants.
2. RRC signalling from source CU to assign the new IPs to the descendants.
3. Setting up the new IPsec tunnel to the SeGW of source donor.
4. If MOBIKE is not used, updating of inner address to the source donor, establishing new SCTP association/updating the F1-U tunnel.
5. If MOBIKE is used, informing the source donor that the inner address is reused.
6. Since the network below the boundary node may consist of several hops, the above actions, executed per each descendant node, need to be orchestrated layer by layer. For instance, the above should be first executed by the children of the boundary node, then by their children etc.
And let us not forget that:
· If descendants would be forced to change their IP addresses, when partial migration is revoked, all the above redundant actions would need to be done once again, by each descendant node.
· The above is compatible with the Rel-16 intra-donor migration, where the step related to IP address update of descendants are omitted.
The proposed way forward:
We understand the concerns of companies related to some of the proposed options for solving the issue, but we notice that Option 6 (i.e., a static IP tunnel between source donor CU and target donor DU) does not seem to have any major issues. Moreover, a counterpart of this option is one of the candidates for inter-donor-DU local rerouting and using this mechanism for both inter-donor routing and inter-donor-DU local rerouting would seem like a reasonable way forward. Hence, we propose a reformulation of the Potential Proposal 1 to:
Proposal 1: A static tunnel between source donor-CU and target donor-DU can be used for all scenarios where traffic between a donor and an IAB-DU traverses the network under another donor, including inter-donor routing and inter-donor-DU local rerouting.

	Qualcomm
	See comments
	There is a significant difference between inter-donor-DU rerouting and inter-topology transport of descendent-node traffic:
· Inter-donor-DU rerouting: This only applies to UL. For this reason, a static tunnel can be used, i.e., the tunneling condition is static as it  applies to every packet whose SRC IP address is not anchored at this donor DU. This can be done via implementation.
· Inter-topology transport for desc nodes: This also applies to DL. For the DL, the CU-UP needs to be configured with the DST IP addresses anchored at the source donor-DU that should be tunneled to the target donor-DU opposed to being routed to the source donor-DU. This is not a static tunneling condition. This needs additional specification and signaling!
Benefits/Shortcomings: 
· The shortcomings of desc. node reconfiguration are the same for inter-donor migration as for intra-donor migration. If avoidance of desc-node reconfiguration is considered, it needs to be considered for both, intra- and inter-donor migration.
· Solutions 1 and 2 for RRC Reconfiguration via source path of desc nodes, discussed in AI 13.2.2, can also be applied to inter-donor migration. This may overcome the shortcomings of desc-node migration.

We are open to discussing the avoidance of desc-node reconfiguration as an optimization for service interruption reduction under AI 13.2.2. It should be discussed for both, intra- and inter-donor migration. It should not be considered as the baseline.
Proposal: Avoidance of desc-node reconfiguration is considered as an optimization for intra- and inter-donor migration to reduce service interruption.


	Huawei
	See comments
	First, we are not convinced by the need of avoiding IP address reconfiguration at the descendants of the boundary node. The reduction of procedures as mentioned by Ericsson is brought in the cost of breaking the principle of IP address management within donor-CU. Besides, since the reconfiguration of descendant node’s IP address(es) is used in R16 intra-donor topology adaptation case, it is straight forwatd to take the similar principle as baseline for the inter-donor partial migration case.
But, the spirit to use common solution for all scenarios seems fine.

	Samsung 
	Disagree
	We need identify the difference between inter-donor-DU rerouting and avoidance of descendant node reconfiguration. 
· Inter-donor-DU rerouting aims at the UL in-flight packet transmission during the migration procedure. 
Specifically, during migration, some packets transmitted via the source path are buffered at the boundary node and descendant nodes. Those in-flight packets are already attached with old source IP address. To avoid the discard at target donor DU, the static tunnel can be used to forward those in-flight packets to the source donor DU. 
· Avoidance of reconfiguring descendant node aims at the DL and UL packets transmission during migration and after migration
After the migration, the packets to/from boundary and descendant nodes should be routed via the static tunnel.  
Based on the above difference, we think a static tunnel may be applicable for inter-donor-DU rerouting since the volume of in-flight packet is not large. However, if this static tunnel is also applied to the avoidance of reconfiguring descendant nodes, it may have problem since all F1-U traffic should be transmitted via a single tunnel. We have doubt on QoS guarantee after the migration when using one tunnel to transmit packets from multiple F1-U tunnels. 
To support the avoidance of reconfiguring descendant node, multiple tunnels instead of one tunnel should be established considering the different QoS requirement of different F1-U tunnels. This will result in a lot of standardization work compared to reconfiguring new IP addresses to the descendant nodes. 
On the other hand, as mentioned by Qualcomm, avoidance the reconfiguration can be considered as an optimization. We can further discuss this after baseline procedure is stable. 

	ZTE
	See comments 
	We should discuss this issue after the baseline procedure for inter-donor migration is designed. Before that, R16 intra-donor migration procedure should be considered as a baseline where descendant nodes are reconfigured with new IP addresses anchored at the target donor DU. 

	Nokia
	See comments
	This is an optimization that can be discussed after the baseline is done. 
Option 6 does not work with external security GWs (SEG), which are used in many deployments. With SEG the secure tunnel for F1 traffic is established and F1 traffic is encrypted between the IAB node and the SEG. F1 packet delivered over the static target donor DU – source CU -tunnel would bypass the SEG and the source CU is not able to decode F1 packets.

	Lenovo
	See comments
	We agree to the benefits listed by Ericsson for avoiding IP address reconfiguration at the descendant nodes. However, this can be considered as an optimization for service interruption reduction which we can study further in other agenda item after the baseline procedure has been firstly determined.

	Fujitsu
	See comments
	We feel that the avoidance of descendant node reconfiguration is an optimization for service interruption reduction which should be discussed separately. And it’s not the only issue to be addressed regarding to IP routing in inter-donor DU migration.
The issue of inter-donor-DU migration:
· In UL, source IP filter in target donor-DU when descendant nodes are not configured with new IP address or for the infight UL packets which are still using old source IP address
· In DL, IP routing in source donor-DU when descendant nodes are not configured with new IP address or for the infight DL packets which are still using old destination IP address
We think the TNL tunnel should be setup between source donor-DU and target donor-DU can solve this issue. If the tunnel is setup between source donor-CU and target donor-DU, the infight DL data in the source donor-DU as well as TNL routers between source donor-CU and source donor-DU cannot be delivered via tunnel. 
The TNL tunnel should be dynamic instead of static, thus the dynamic tunnel activation or deactivation procedures should need specification effort. Otherwise, the donor-DUs cannot identify which packet should be delivered via the tunnel and which packet should not. We believe the donor-DU transports every packet whose IP address is not anchored at it is not the motivation.

	CATT
	Partial agree 
	Agree with the intention provided by moderator. In our view, we can decide which options are adopted at next meeting e.g., between option 4 and option 6.

	
	
	


Summary:
All the companies except one seem to agree with the intention, and the companies propose to study the issue in the scope of reduction of service interruption AI
Proposal 2-1: RAN3 acknowledges the reduction of service interruption enabled by avoiding the reconfiguration of the descendants of the boundary node in inter-donor routing scenarios.
Proposal 2-2: RAN3 studies how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
----

Issue 3: Processing and configuration at the boundary node

The topic was addressed in papers [2, 4, 7, 8]. The main issues are:
· Transit and access traffic processing at the boundary node.
· Who decides (assigns) the various configurations for the boundary node?
· How are these configurations delivered to the boundary node?

Issue 3-1: Traffic processing at the boundary node
Based on the proposals in papers [2] and [7], the following potential proposals are derived:
Potential proposal 3-1: The boundary node:
· Processes access traffic in the same manner as the non-boundary access IAB-node.
· In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· Performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.

Issue 3-2: Configuration of the boundary node
The following potential proposals are derived from papers [2, 4, 8]:
Potential proposal 3-2: The IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
Potential proposal 3-3: The boundary node’s configurations for UL mappings, BAP routing and bearer mapping are provided by the target CU to the source CU via Xn HO signalling and forwarded by the source CU to the boundary node via F1AP.
Potential proposal 3-4: The boundary node’s configurations for DUL mappings, BAP routing, bearer mapping and BAP header rewriting are determined and provided by the source CU to the boundary node via F1AP.
Please provide your view on Potential proposals 3-1, 3-2, 3-3 and 3-4.

	Company
	Answer

	Ericsson
	Agree to all.

	Qualcomm
	Agree to 3-1, 3-2
3-3 and 3-4 seem to contradict each other. Also, we have not yet agreed on which node determines UL mappings, BAP routing entries its at the boundary node. 
We propose to just focus on the signaling protocol used for these configurations:
Potential proposal 3-3: The boundary node’s configurations for UL mappings, BAP routing, bearer mapping and BAP header rewriting are sent by the source CU to the boundary node via F1AP.

	Huawei
	Agree in principle for P3-1. But this should be just high-level principle, with details to be discussed.
For proposal 3-2/3/4, we should clarify this is only for the case of partial migration rather than topology redundancy.
For P3-3, we’d better delete the details on CU coordination which can be discussed later. Namely that “provided by the target CU to the source CU via Xn HO signalling and forwarded”=>”configured”


	Samsung 
	· P3-1
· We are OK with the 1st and 3rd item. For the 2nd item (“In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.”), this may need wait for the discussion on inter-donor topology redundancy 
· P3-2
Agree 
· P3-3
Disagree 
Xn HO signalling cannot be used to send the mapping and routing information. To help the CU2 configure the bearer mapping and routing, the CU1 should provide the QoS information of all F1-U tunnels to the CU2, and then CU2 provides the information on header rewriting, routing, bearer mapping. Xn HO message may not be able to include all those information. Moreover, it is not a good practice to include other UEs context in IAB-MT’s message. 
· P3-4
Disagree.
We prefer to propose the signalling used for configuration, i.e., F1AP. As the P3-3 provided by Qualcomm. 

	ZTE
	Agree with P3-1. 
For P3-2, for inter-donor topology redundancy scenario, does it mean two set of default mapping are configured to boundary node?  What default mapping is needed for the second path?
For P3-3, 3-4, who is responsible to determine the boundary node’s configurations for UL mappings, BAP routing, bearer mapping and BAP header rewriting in inter-donor migration scenario needs further discussion. 

	Nokia
	Agree all.

	Lenovo
	P3-1: Agree.
P3-2: Agree.
P3-3, P3-4: Agree except for the BAP header rewriting configuration in P3-4. The determination of BAP header rewriting configuration needs further discussion.

	Fujitsu
	3-1: Agree.
3-2: Agree.
3-3: No.
3-4: FFS.

	CATT
	Agree with P3-1/ P3-2
P3-3/P3-4: both UL and DL need BAP rewrite, and further discuss who decide UL mappings, BAP routing, bear mapping etc.

	AT&T
	P3-1: Agree
P3-2: Agree
P3-3, P3-4: Prefer QC’s Potential Proposal 3-3 instead.



Summary: 
Proposal 3-1: The boundary node:
· Processes access traffic in the same manner as the non-boundary access IAB-node.
· In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· Performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
Proposal 3-2: For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
As per popular request, the details of CU coordination (addressed in PP 3-3 and 3-4) are to be discussed later.
Issue 3-3: DC-specific configurations at the boundary node
Based on the proposals in papers [2, 7], the following potential proposals are derived:
Potential proposal 3-5: A dual-connected boundary node can receive a separate assignment of IP addresses, BAP address, BH RLC CHs and default mapping for each topology by MN and SN.
Potential proposal 3-6: A boundary node connected to two donors is configured with the rules to split the UL traffic towards the two parents.
Please provide your view on Potential proposals 3-5 and 3-6.

	Company
	Answer

	Ericsson
	Agree to both.

	Qualcomm
	While we agree to the spirit of 3-5, we have a problem with the wording. The term “IP address assignment” was used as Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 network.
What is meant here is Addition: assignment of additional addresses from CU2 network.
We propose:
Potential proposal 3-5: A dual-connected boundary node can receive a separate assignment configuration of IP addresses, BAP address, BH RLC CHs and default mapping for each topology by MN and SN, respectively.
We do not agree with proposal 3-6: For UL load balancing, the F1-terminating CU configures UL mappings via F1AP, which can either point to the source path or the target path. This is essentially the same as for intra-donor migration. We don’t need any new rules.
We could state instead:
Potential proposal 3-6: A boundary node connected to two donors is configured with UL mappings that determine the rules to split the of UL traffic towards the two parents.

	Huawei
	We prefer to postpone this for now until we have clear conclusion on the SA case.
Proposal 3-5: the content of assignment seems ok but not sure about the “separate”, Proposal 3-6 is unclear.

	Samsung 
	P3-5: we are OK with Qualcomm’s version
P3-6: UL traffic is not a split bearer at the boundary side. We don’t need define additional split rule. The UL traffic transmission is fully relied on the mapping configuration. If we need say something, Qualcomm’s version is acceptable to us. 

	ZTE
	Disagree with potential proposal 3-5:
What default mapping is needed to be configured by SN for the second path? In our understanding, in Rel-16, default BAP routing ID and default BH RLC channel is used for F1-C/non-F1 traffic (e.g. mainly for TNL establishment/F1 connection). Considering that there’s no F1 connection between the boundary node and SN, there is no need to configure default mapping on target path by SN. 
Disagree with potential proposal 3-6:
In our view, boundary node shall perform UL routing according to the re-writting table and routing table. There is no need to configure data split rules. 

	Nokia
	P3-5: ok
P3-6: not ok. It is CU make the decision for traffic split. For traffic initiated by the descendant IAB, the descendant IAB is configured for the UL traffic split.  The boundary IAB is only configured to split the traffic for its own UL traffic.

	Lenovo
	P3-5: Ok with QC’s version.
P3-6: Split bearer is not support by IAB. The UL traffic offloading is relied on the BAP routing configuration at boundary IAB node.

	Fujitsu
	3-5: Agree.
3-6: A new configuration for the mapping between routing IDs from topology of CU1 and routing ID form topology of CU2 is needed for boundary to identify the UL traffic to be delivered via the two topologies.

	CATT
	P3-5: prefer QC’s version.
P3-6: there is no split bear both in UL and DL. For boundary node’s traffic, it only can be sent to one topology. For descendant node’s traffic, if source CU decides offloading, it only can be sent to boundary node.

	AT&T
	P3-5: QC’s version is better
P3-6: Disagree


Summary: 
For PP3-5, QC version seems to be acceptable to at least some companies. The reference to default mapping has been removed from the proposal.
Proposal 3-5: A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively. FFS for default mapping.
For PP3-6, there is a significant divergence in the replies wrt acceptability and the relevance for the time being.
Issue 3-4: The number of BAP entities at the dual-connected boundary IAB-MT
In paper [7], it was argued that a dual-connected boundary IAB-MT should be configured with two BAP entities. The motivation of the proponents is given in the table below.
Q3-4: Should a dual-connected boundary IAB-MT be configured with two BAP entities?



	Company
	Answer and motivation

	Ericsson
	Yes. The motivation is:
· For the BAP layer at the boundary node to be able to distinguish to which of the two networks a BAP configuration applies.
· In two networks that the boundary MT connects, different features may be supported and having independent BAP entities allows each CU configuring those BAP features supported in each network independently.
· Since minimum coordination between CUs is desired, there may be cases in which the source and the target network could assign identical IDs e.g., BAP Path IDs and BAP addresses for the boundary node. This is not an issue, though, when the boundary IAB-MT has two independent BAP entities.

	Qualcomm
	No. This is not compliant with: 
Potential proposal 3-1: The boundary node:
· Processes access traffic in the same manner as the non-boundary access IAB-node.
· In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
The non-boundary dual-connected IAB-node has only one BAP entity at the IAB-MT. For the non-boundary, i.e., intra-donor, dual-connected IAB-node, it is the transmitting BAP entity that performs BAP routing and bearer mapping. This implies that the boundary IAB-MT can only have one BAP entity.




	Huawei 
	No.  
In addition, the dual-connected boundary IAB-MT case in partial migration can be discussed later.

	Samsung 
	At this moment, we are uncertain whether it needs one or two BAP entity. 
In Rel-17, we are sure that BAP layer will have new functionality, which is the BAP header rewriting. This may be related to this discussion. 
On the other hand, is this a RAN2 issue?

	ZTE
	No, the motivation of configuring a dual-connected boundary IAB-MT with two BAP entities is not clear. 

	Nokia
	This is in RAN2 scope

	Lenovo
	No, one BAP entity can work well, and no need to introduce another BAP entity.

	Fujitsu
	No.

	CATT
	We agree with two BAP set of configurations, but whether to introduce two BAP entities is up to implementation or decide by RAN2

	AT&T
	Agree with QC. Also, shouldn’t this be discussed in RAN2 instead?


Summary: 
No proposal can be derived. 

Issue 4: The reuse of Rel-16 procedures
Paper [2] proposes to reuse the sequence of signalling messages used for intra-donor migration/redundancy for inter-donor migration/redundancy, with additional signalling for inter-donor coordination and configuration of BAP header rewriting. 
It is also proposed that, as the baseline, the descendant node reconfiguration for inter-donor migration uses the same procedure as for Rel-16 intra-donor migration. 
Finally, it was proposed that any Rel-17 enhancements for descendant node reconfigurations should be applicable to intra- and inter-donor migration as well as intra- and inter-donor redundancy.
Q4: Is the above set of proposed principles acceptable?

	Company
	Yes/no
	Comment

	Ericsson
	Not sure
	If the intention with the sequence of steps in the signalling flow is to roughly follow the sequence of steps, then it sounds reasonable, but at this moment it is unclear what extra procedures will be needed. We do not have enough information now to conclude if this is possible.
Regarding the descendant node reconfiguration, we see great benefits in minimizing/avoiding it as much as possible it and we prefer to first discuss which reconfigurations of the descendant nodes can be avoided.

	Qualcomm
	Yes
	The intention is that intra-donor migration can be treated as a special case of inter-donor migration. 
This is the same as Rel-16 intra-donor-DU migration is a special case of Rel-16 inter-donor-DU migration. 
It is analogue to intra-gNB-CU UE handover being a special case of inter-gNB-CU UE handover.
The goal is to avoid having two separate procedures for intra- and inter-donor migration. Presently, we do not see any showstopper for this.
On Ericsson’s example on descendent-node reconfiguration: Any optimization in this space should equally apply to intra- and inter-donor migration. If not, why not?
If we are not completely convinced that this is alwayspossible, we could at least capture the intention:
Proposal: RAN3 aims to treat Rel-17 intra-donor migration as a special case of inter-donor migration, where some signaling messages and/or IEs used for inter-donor migration are omitted.

	Huawei 
	Not sure
	 Is this more like TP discussion?

	Samsung 
	Not sure
	We are not sure if we can reuse the Rel-16 procedure since Rel-17 has several new features, e.g., inter-donor F1 transport, BAP rewriting. It is difficult to give a principle. 

	ZTE
	See comments 
	It should be discussed case by case. For avoiding reconfiguration of descendant nodes, we think R16 principle should be reused in R17 inter donor migration, i.e. descendant nodes are reconfigured with new IP addresses. 
For delivering RRCreconfiguration message to descendant nodes via source path, we are not sure since there are multiple migration sequence discussed in inter-donor migration currently and we have no conclusion on it yet. 

	Nokia
	See comments
	Reuse is good, but the main issue may be to identify what is missing in Rel-16 procedure (except the Xn procedure). 

	Lenovo
	Not sure
	It can be discussed later case by case after we have decided what all the enhancements are.

	Fujitsu
	Not sure
	How to capture the additional signalling for inter-donor migration in specification is for further study.

	CATT
	See comments 
	I would like to say that we follow the general principle of R16. But for now, it too early to decide the sequence of signalling, descendant node reconfiguration and etc. are same or similar as R16, this proposal cannot motivate our progress.

	AT&T
	Yes
	We can agree in principle to reuse and then identify what is missing. 



Summary: 
No proposal can be derived. There seems to be multiple understandings of what this means. 


Issue 5: Other functionalities for inter-donor migration

Issue 5-1: Revoking of partial migration and target donor selection
Paper [7] proposes to discuss two aspects related to partial migration:
a) Revoking of partial migration (applied to the entire or some of the offloaded traffic),
b) Target donor selection.
Q5-1: Should RAN3 specify the mechanisms for revoking of partial migration and target donor selection?

	Company
	Answer and motivation

	Ericsson
	Both a) and b) are needed.
Revoking of partial migration: partial migration is inherently temporary, and we need to discuss the means of returning all or part of the offloaded traffic back to the source donor. This applies to both load balancing and RLF recovery.
Target donor selection: the amount of traffic subject to inter-donor routing may be a showstopper for inter-donor migration. We may need to discuss how to select a target donor that will be able to handle the traffic.

	Qualcomm
	We agree to a)
We do not agree that Partial Migration is inherently temporary as claimed by Ericsson. However, there are scenarios where Partial Migration needs to be revoked.
We are not certain about b)
We have not discussed how inter-donor migration and inter-donor redundancy is initiated. It may not be a good solution to have CU1 try various target CUs and revoke the migration after it realizes that they are overloaded. We believe that a centralized SON procedure would be needed to facilitate such grand-scale topology adaptation procedures. 


	Huawei
	a) This is not urgent issue for now.
b) can be done by source CU implementation. 

	Samsung 
	We can agree a)
For b), target donor selection may be an issue. This may need some load information exchange before performing the migration. However, we need further check. 
Propose to take b) as an open issue. 


	ZTE
	What enhancements are needed to enable revoking of partial migration and target donor selection? It seems that these are optimization solutions, we can discuss them later. 

	Nokia
	a). If the IAB-MT back to source parent, it just follow the normal procedure, e.g. reconfiguration, etc. What is the difference between “revoking” and the normal re-configuration? This may be optimization. 
b). in case of HO, Donor selection can be performed during the HO preparation procedure, e.g. CU1 can initiate multiple HO preparations to candidate CU. The HO req includes the QoS for the BH. So it seems no issue.   In case of RLF, does the IAB have much choice to select new parent?


	Lenovo
	Agree for a).
For b), it can be left to implementation.

	CATT
	a) Agree. Base on source CU decides
c) source CU knows the neighbour CU’s load.

	AT&T
	These seem like optimizations that can be discussed later.


Summary: 
The Moderator agrees that revoking of partial migration can be considered after the basic mechanism for enabling partial migration has been specified, but, at the same time, RAN3 needs to take a stand on the necessity of it. Based on the answers, the following proposal is derived:
Proposal 5-1: Partial inter-donor migration can be revoked, fully and partially.
No consensus on target donor selection at this meeting.
Issue 5-2: The incorporation of MOBIKE in inter-donor migration
Given that SA3 did not find any security issues with the introduction of MOBIKE, paper [3] proposes that in step 13 of the inter-donor topology adaptation procedure, the MOBIKE procedure is applied to update the outer address without changing the inner address.
Potential proposal 5-2: In inter-donor topology adaptation procedure, MOBIKE may be applied to update the outer address without changing the inner address.

	Company
	Agree/disagree?

	Ericsson
	Agree, we see no obstacles in including MOBIKE in the inter-donor topology adaptation procedure in the IAB BL CR for TS 38.401.

	Qualcomm

	Agree.

	Huawei
	Generally fine, but:
The use case should be limited to intra-donor migration in R17 and partial migration.


	Samsung 
	Agree. 

	ZTE
	Agree 

	Nokia
	Agree

	Lenovo
	Agree

	Fujitsu
	Agree.

	CATT
	agree

	AT&T
	Agree


Summary: 
Proposal 5-2: In partial inter-donor migration procedure, MOBIKE may be applied to update the outer address without changing the inner address.

Issue 5-3: Setting up BH resources for UP traffic
Step 12 of the inter-donor migration procedure in the IAB BL CR for TS 38.401 states:
12. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path.
A prerequisite for UP data transmission on the target path is the establishment of BH resources between the target donor and the boundary node. This means that UP traffic cannot be transmitted over the target path before Step 12 is executed. Paper [3] discusses 3 possible ways to solve the claimed issue:
· Option 1: perform Step 12 at an early stage, e.g., in parallel with HO procedure of IAB-MT.
· Option 2: F1-U context migration via HO procedure of IAB-MT.
· Option 3: define default F1-U BH mapping.
Q5-3: Please state your preference with respect to the above 3 options.

	Company
	Preferred option
	Comment

	Ericsson
	1 and 2
	Regarding Opt3, we wonder how can we migrate the boundary MT without telling the target how much traffic load the MT carries with it? Opt3 also does not seem to align with the proposal from the first part of the paper that new IP addresses for UP traffic are provided to the source CU explicitly, to speed up DL transmissions. Why do we need the default configuration then? Or does default UP configuration include these IP addresses or…?

	Qualcomm
	See comments

	This is a really important issue and we presently do NOT have a solution.
The main question is: When is the UP QoS info transferred so that CU2 can establish target-path routes and mappings?
Before HO procedure: Not clear how transfer QoS info for MT since MT’s context is not known to CU2.
As part of HO procedure: QoS info may not fit into the HO REQ message.
After HO procedure: This needs to be supported anyway in case new UEs connect after HO. However, it delays migration of UP connectivity at HO.
Option 3:  UP default mapping can be used as part of HO procedure. This leads to low interruption time. The IP addresses can also be replaced at the same time. F1-U tunnels will then use new IP addresses together with default UP mapping.
The fine granular UP QoS info transfer and the corresponding target path refinement can be done based on UA Xn message exchange after HO, which is followed by IAB UP CONFIG UPDATE.

	Huawei
	None
	We don’t think this is an issue. This is the typical assumption in R16 migration.

	Samsung 
	Option 3
	We basically share the similar view as Qualcomm. 
Some additional points:
· For option 1, in case that the migration is triggered by the radio link degradation at the boundary node, the source donor CU has no chance to perform option 1
· For option 2: we need consider the XnAP message size limitation since HO REQ message should contain the QoS information for the traffic served by boundary IAB-DU and descendant IAB-DUs. However, it is not a good practice to include other UE’s context in IAB-MT’s XnAP message. Moreover, after migration, the new procedure between CU1 and CU2 are also needed. With those concern, we prefer to use some new procedures between CU1 and CU2 to perform the bearer mapping/routing configuration at the target topology so that the HO procedure can be kept the legacy design as much as possible. 

	ZTE
	Option 1 
	Option 1: it could be performed by implementation which is similar as in intra-donor migration in Rel-16. 
Option 2: what’s the content of F1-U context in option 2 to be transferred via MT HO procedure?
Option 3:  we don’t think default F1-U BH mapping would be beneficial to reduce service interruption. In our view, UL/DU F1-U traffic could be resumed only after  new UL/DL UP TNL Information (including TNL address and GTP-TEID) is obtained via F1AP IAB UP CONFIGURATION UPDATE procedure. 
 

	Nokia
	Option 1 and 2
	

	Lenovo
	None
	This can be considered as an optimization and can be discussed later.

	Fujitsu
	Option 3
	Seems that same alternatives are discussing in another thread (service interruption?).
Not understand how the BH resource between the target donor-DU and boundary node for F1-U is configured before the handover of boundary node. 
The default BH mapping, routing ID as well as IP address for UP (or say another configuration for data other than F1-C) can be configured via HO command in RRC message to the boundary node.

	CATT
	Option 1 2 3
	Option 1: similar as R16.
Option 2: send QoS to target CU via HO procedure. There is no server interruption during HO procedure (before received RRC reconfiguration), so it is ok for multiple Xn HO messaged involved.
Option 3: the default F1-C and default F1-U configured at same message, once the default F1-C established, the default F1-U can be used.


Moderator’s Note: Proposals 1-7 and 1-8 from [3] depend on the outcome of Q5-3 and may be discussed later, depending on the outcome.
----------------------------------------------------------------------------------------------------------------------------------------
Summary:
· Option 1: 4 votes
· Option 2: 3 votes
· Option 3: 4 votes
· Do nothing: 2 votes
No proposal can be derived at this time.
Full inter-donor CU migration
At the RAN3#112-e meeting, RAN3 has liaised RAN1, RAN2 and RAN4 with respect to full migration. Papers [6, 7, 8, 9] submitted to the RAN3#113-e meeting propose to put the discussion on hold until the LS replies arrive
Moderator’s note: Papers [1-5] contain proposals related to full migration. However, papers [6-9] propose to put the discussion on hold until the LS replies arrive. Therefore, RAN3 first needs to decide whether full migration should be on the agenda for this meeting.
Q6: Should the discussion on full inter-donor migration be put on hold until the LS replies arrive?

	Company
	Answer
	Comment

	Ericsson
	Yes
	The decision to send an LS was a product of a fragile compromise, meaning that the progress of the discussion is largely based on the LS reply.

	Qualcomm
	No
	We should proceed with Alt1. We stated in the LS 
For Alt1, RAN3 understands that the UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure. 


	Huawei
	Yes
	No harm to wait for the reply LS.

	Samsung 
	No
	We didn’t identify technical issue for Alt. 1. We can proceed the technical discussion for Alt. 1

	ZTE 
	No
	Agree with QC. 

	Nokia
	Yes
	Other than full migration, we already have many open topics. So let’s discuss the full migration after the reply LS from other WGs.

	Lenovo
	Yes
	Full migration can be discussed after we have finished the partial migration.

	Fujitsu
	No
	Agree with QC that the full migration with UE legacy handover procedure should be discussed right now by RAN3.

	CATT
	No 
	Alt has no impact RAN3, we can further discuss full migration

	AT&T
	No
	Technical discussion can proceed at least with Alt 1.



----------------------------------------------------------------------------------------------------------------------------------------
Summary:
6/10 companies think that the work on full migration can proceed without waiting for LS replies
4/10 companies prefer to wait for LS replies before moving on
Conclusion: no proposal can be derived.
Moderator’s view: it would be good to clarify whether “proceeding the work with Alt1” means proceeding with specification work of Alt1, or with the discussion of technical issues/concerns related to Alt1. 
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