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1 Introduction

CB: # AIRAN3_ESSolution

- Discuss the solution, input/output, standard impacts on the Network Energy Saving

- Merging any agreement parts; provide TP if agreeable 

- Capture agreements and open issues

(Intel - moderator)

Summary of offline disc in R3-214221
Two phases of this email discussion:
· Phase 1 Deadline: 11:59AM UTC, 20th Aug.

· Phase 2 Deadline : 8:00AM UTC, 24th Aug, we will try to come up with agreeable TP in the 2nd phase discussion before online session, if needed.

2 For the Chair’s Notes
Propose to capture the following:

Proposal 1: AI-based energy saving solution is considered with following options:  
- NG-RAN predicts energy saving decisions by AI/ML model trained from OAM (Model training is located at OAM, and model inference is located at NG-RAN)
- NG-RAN is responsible for data collection, model training and generates energy saving decisions (e.g., for online training)
Proposal 2: RAN3 will prioritize to work on non-split architecture solution, before considering split architecture solution.

Proposal 3: Input information of AI-based network energy saving includes:

· Current/Predicted traffic load information of ES-Cell and its neighbor nodes
· Current/Predicted resource status of ES-Cell and its neighbor nodes 
· Current/Predicted energy information of ES-Cell and its neighbor nodes (FFS exact energy consumption value or energy efficiency gain)
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

· Cell ID

Proposal 4: Load measurement and energy information are needed as performance feedback for AI-based energy saving.
Proposal 5: AI-based network energy saving model can generate following information as output:

· Energy saving strategy (FFS detailed granularity and action)

· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy information (FFS exact energy consumption value or energy efficiency gain)
· Accuracy of predicted energy saving decision
Proposal 6: Agree the TP on AI/ML Network Energy Saving use case.
To be continued:

FFS whether below information is needed as input for AI-based network energy saving:

· UE mobility trajectory (history/current/predicted)

· basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage)

· Timestamp of requested energy saving decision

· Energy-saving clustered scenario

· UE historical traffic information (reported from UE)

Whether a tool-box use case shall be defined and discussed

FFS whether following information is needed as performance feedback for AI-based energy saving:

· UE measurement information (packet delay, packet loss rate, data volume)

· Virtual memory usage, virtual disk usage
FFS whether following information is the output of AI-based energy saving:

· Recommended time period for dormant mode/validity time window of predicted energy saving decision

· Predicted timestamp of energy saving decision (e.g. when a cell needs to be switched off in future)

· probability of predicted energy saving decision(s)
· Predict number of users and traffic load in NG-RAN nodes/cells/beams

· NG-RAN coverage

· Predicted resource status

· Predicted resource special status

3 Discussion (Phase 2)

During phase-1 discussion, 12/13 companies agree to send a LS to SA5 to check the feasibility of solutions which involves OAM and agreed in Q1. 3 companies think the LS should be general for other CBs as well. Moderator agrees that the LS to SA5 should be general to cover other use case solutions which may also have coordination with OAM. A draft LS is proposed by moderator.
Q3-1-1: Companies are invited to provide their views on the draft LS to SA5. 

	Company
	Yes/No
	Comment

	Ericsson
	No
	The LS asks questions that are not in scope of SA5, such as 
1) Whether it is possible to download trained model from OAM to NG-RAN?

2) Whether OAM is possible to provide model update to NG-RAN?

RAN3 has already agreed that an AI/ML model is proprietary, so what is the scope of the question to SA5, given that the main subject of the signalling would not be standardised? It would be like asking if the signalling can be proprietarily done, but that is obviously possible.

	NEC
	Yes
	We believe that LS to SA5 would be beneficial to move this study forward.

	Nokia
	Yes but 
	LS to SA5 can be sent after we agree the different solutions for the AI/ML functionality and specifically the one where offline training is allowed at the OAM and inference in the RAN. Coordination with the comeback on the AI/ML Framework is also needed since sending the LS is discussed there as well. 


Moderator’s Summary:

In phase-2 email discussion, according to companies’ comment, discussion of LS to SA5 is moved to CB#AIRAN3_GeneralandFramework, to consider the general functional framework.
During phase-1 discussion, all companies agree to achieve some agreements first and then discuss the possible TP. The draft TP of solution description is proposed based on phase-1 proposals.
Q3-1-1: Companies are invited to provide their views on the draft TP which is based on phase 1 proposals. 

	Company
	Yes/No
	Comment

	Ericsson
	
	The main points are that we should not mention in the TP the model deployment and update because it is outside standardization scope. We should not mention Model Performance Feedback either because there is no sconsensus on that. There are details that need to be revised like the information exchanged in each message, too.

	Nokia
	
	ML Model deployment request has not been agreed and should be deleted. Also it is unclear what is the Model and policy update arrow. Also, on UE assistance information in our view we in Rel. 17 we should focus on what the network can achieve without UE impacts so we suggest removing this part.

	
	
	


Moderator’s Summary:

Comments are reflected into the draft TP.

Proposal 6 (phase-2): Agree the TP on AI/ML Network Energy Saving use case.
4 Discussion (Phase 1)
In last RAN3 #112e meeting, RAN3 agreed the use case description of network energy saving. AI-based network energy saving in RAN should focus on following potential issues:
-
Inaccurate cell load prediction. 

-
Conflicting targets between system performance and energy efficiency. 

-
Conventional energy-saving related parameters adjustment. 

-
Actions that may produce a local (e.g. limited to a single RAN node) improvement of Energy Efficiency, while producing an overall (e.g. involving multiple RAN nodes) deterioration of Energy Efficiency.

The discussion will be structed as follows:
· Solution category and location options of AI-based network energy saving

· Inputs required for AI-based network energy saving and standard impact

· Outputs generated from AI-based network energy saving model and standard impact

· Others

To facilitate the discussion, in this email discussion, we use ES-Cell (Energy Saving Cell) to represent the cell which will act according to the AI/ML energy saving decision.
4.1 Solutions and AI/ML functionality location
4.1.1 Collaboration with OAM
Several papers proposed AI/ML-based network energy saving use case should be studied based on different roles of OAM and NG-RAN, see [2], [4], [7] and [10]. And [3][5][6][8] mainly focuses energy saving decision is generated/predicted at NG-RAN. Four options are summarized based on proposals:

Solution 1: NG-RAN takes energy saving decisions generated by AI/ML model in OAM [2][4][7][10]

OAM collects inputs data required for AI-based network energy saving model. Both model training and model inference are located at OAM. The energy saving decisions generated at OAM is transmitted to NG-RAN, where NG-RAN nodes act accordingly based on received energy saving command from OAM. [2][10] further points out energy saving decisions provided as analytics report of MDA assisted energy saving, which is generated in MDA (Management Data Analytics) located in OAM can provide analytics report to NG-RAN for energy saving.
Potential Standard impact: Based on existing inputs defined in TR28.809[11], RAN3 can further identify whether additional information is required for AI/ML-based energy saving model training.

Solution 2: NG-RAN predicts energy saving decisions by well-trained AI/ML model from OAM [2][7][10]

OAM collects input data required for AI/ML-based network energy saving model and performs model training. OAM deploys the well-trained model to NG-RAN, where NG-RAN is responsible for model inference and generates energy saving decisions based on real-time information received from neighbor NG-RAN or UEs. Further coordination with SA5 on “model deployment/update” is needed.
Potential Standard impact: 1) Model request/deployment/update between NG-RAN and OAM; 2) performance feedback to OAM for model re-training/update; 3) input data for model inference at NG-RAN 4) AI/ML-based energy saving decision sharing between NG-RAN nodes
Solution 3: OAM provides policy to NG-RAN, RAN selects the best energy saving action based on its local AI/ML model [10]

When intelligence is available both in the OAM and in the RAN, OAM may give some freedom in the RAN with respect to using the given OAM policy. [10] explains the scenario may happen if OAM is not absolutely confident that the ML Algorithm running internally is trained sufficiently well if training hasn’t reached enough maturity. In such cases, a gNB may be in better position to decide the energy saving action using local ML intelligence

Potential Standard impact: 1) input data for model inference at NG-RAN 2) AI-based energy saving decision sharing between NG-RAN nodes

Solution 4: NG-RAN is responsible for data collection, model training and generates energy saving decisions [1][2][3][4][5][6][7][8][9][10]
An AI/ML-based energy saving model is trained at NG-RAN based on collected information (e.g. predicted/current/historical information) from other NG-RAN nodes, UEs and itself. The ES-Cell may further share its energy saving decision to neighbor NG-RAN nodes. 
Potential Standard impact: 1) input data for model training/inference at NG-RAN 2) AI/ML-based energy saving decision sharing between NG-RAN nodes 3) performance feedback from other NG-RAN nodes/UEs for model update/re-training

Q1-1: Companies are invited to provide their views on above four solutions, which solution(s) is preferred to be captured in the TR. 
	Company
	Preferred Solution 1/2/3/4

(OK to select multiple solutions)
	Comment

	Ericsson
	2, 4, with clarifications
	A first observation is that, as discussed in CB: # AIRAN2_GeneralandFramework, there are many companies that support the idea that Model Deployment/Update is out of RAN3 scope. Hence, in all solutions presented, we should remove aspects of Model Deployment/Updates and assume that a model is available at the RAN.
Model Performance Feedback is also FFS and there is no convergence on whether it should dbe supported in the use case solutions.

Hence, we believe the steps below added to some of the proposed solutions should be removed from the solutions considered, namely

1) Model request/deployment/update between NG-RAN and OAM; 2) performance feedback to OAM for model re-training/update;

Solution 1) is out of scope of the SI. That can be deduced from the SID (RP-201629), stating that the objective is:

“Study high level principles for RAN intelligence enabled by AI”

With this we are not saying that these solutions are not appropriate, but they are not the subject of this SI

Solution 2) is perhaps the solution range we should give highest priority. Namely, the RAN is given a trained model and we would study procedures to support inference at the RAN

Solution 3) is a subset of Solution 2). We propose not to focus on these details for the time being.

Solution 4) is perhaps the second highest priority type of solution, where training and inference occurs at the RAN

	Huawei
	1), 2) or 3)
	In general, we think offline training is located in OAM, and inference is located at RAN, then RAN makes decision based on output of inference; but, considering the fact that energy saving decision doesn’t have to a real-time decision and the status after action may last long before new energy saving decision comes, so the inference could also be located in OAM and decision or policy also comes from OAM.

	Nokia
	Solutions 2,3 and 4
	Solution 1 is not in the scope of this SI since it doesn’t have standards impact to RAN.



	China Telecom
	Solutions 1,2, and 4
	Modules of the proposed framework are all suggested to be implemented on RAN side, as distributed learning is the trend for future network AI, this solution takes communication efficiency and data privacy into considerations, which allows NG-RAN node to achieve ES in an independent or coordinate way.

	NEC
	1, 2, 4

Maybe 3 also
	Regarding solution 3, is not it the same as solution 4 where OAM is one of the data sources and provides policies via data collection. Or is there any reason to separately specify policies from OAM?

	Futurewei
	1, 2, 4
	We agree with Ericsson and Huawei that the highest priority solution would be 2; OAM does the training and RAN does the inference. For implementation flexibility, 1 and 4 are also accepted. 

	KDDI
	2, 3
	Solution 1 is not in the scope of this SI since it doesn’t have standards impact to RAN.
Regarding solution 4, energy saving decision doesn’t have to make a real-time decision.

	Samsung
	Prefer solution 2, 4
	Firstly, we would like to clarify that, in our discussion paper [3], we only describe the procedure for model inference in RAN without any training aspect. 
We slightly prefer option2. As training requires high data storage and computation power, while the inference requirements are much lower, to not bring large burden to gNB, training can be placed in OAM and inference in gNB to provide timely prediction or decision.
For online training, gNB can be suitable node for both training and inference.

	CMCC
	1, 2, 4
	We thinks all these three alternatives are possible.

	Lenovo, Motorola Mobility
	Solution 2, 3, 4
	In general, we think the ML inference function should be located in NG-RAN node. Solution 1 seems pure OAM based solution without RAN3 impact. 

	Deutsche Telekom
	Solution 2, 3
	No need to consider Sol1, as this is a pure OAM case and can be considered by SA5 in their MDA work.

Sol3 can be seen as an extended specificity of Sol2 and can be considered, too, but with less priority.

Initial (offline) ML training should not happen from our perspective in the RAN domain (e.g. due to data storage and processing power required). Therefore, we have no preference for Sol4.

	ZTE
	Solution 1, 2, 3
	Solution 1 seems out of SI scope, but we can accept to discuss further.
Solution 3 is a subset of Solution 2.

We prefer ML training in OAM and inference in OAM or RAN. AI-based energy saving, from our side, is a long-term operation, which is different from real-time use case (e.g., trajectory prediction). 

	Intel
	Solution 1) 2) 4)
	As Solution 1 is already supported in SA5 MDA, we can just capture a description of Solution 1 in RAN3 TR and refer SA5 spec.


Moderator’s Summary:
13 companies participated and provided answer to this question. 

Solution 1 (7/13): 7 companies think Solution 1 is out of the scope of SI, and it also doesn’t have RAN3 impact. From moderator’s understanding, this solution is already supported by OAM MDA function, where NG-RAN is act as MDAS consumer of OAM MDA and energy saving recommendations (e.g. recommended candidate cells, recommended energy saving state, etc) are included in analytics report providing to NG-RAN [11]. RAN3 can further study the impact when SA5 finish the normative work.

Solution 4 (9/13): 3 companies think energy saving decision doesn’t have to be real-time, so model training is no needed to be located in NG-RAN. 1 company thinks Solution 4 should not be considered as initial offline training should not in the RAN domain considering data storage and processing power. 1 company think it can be considered for online training, where model training and inference both located in NG-RAN.

All companies agree Solution 2 should be studied in RAN3. 4 companies think Solution 3 (6/13) is the subset of Solution 2. One company raised that RAN should assume model is available and not consider model request/deployment/update between NG-RAN and OAM or performance feedback to OAM for model retraining/update in the solution. From moderator’s understanding, all companies are fine to keep model deployment/update arrow from model training to model inference, as discussed in CB#AIRAN2. Hence, whether the assumption of “NG-RAN can get the well-trained model(s) from OAM or CN” is feasible or not need to further check with SA5/SA2. 
Based on above observation:

Proposal 1: NG-RAN predicts energy saving decisions by well-trained AI/ML model from OAM (Model training is located at OAM, and model inference is located at NG-RAN) is the baseline of AI-based energy saving solution.  
To be continued: FFS whether NG-RAN for data collection, model training and model inference can be considered as AI/ML energy saving solution.

Q1-2: If Solution 1/2/3 are preferred, companies are invited to provide their views on whether RAN3 should send a LS to SA5 and consult the feasibility of solution 1/2/3.

	Company
	Yes/No
	Comment

	Ericsson
	No
	For the time being we do not have convergence on whether any of the points involving OAM and raised in Solution 1, 2, and 3 are in scope of RAN3.

	Huawei
	Yes
	We think an LS could be useful.

	Nokia
	Yes
	Even though AI/ML Models are not in the scope of the SI we think that an LS to SA5 would be useful to verify that Model Deployment/Update can be supported by OAM in case any of the solutions 2 or 3 are preferred. However, since the same question may arise from other use cases where offline training is in the OAM and inference in the RAN, coordination is needed between the different CBs of AI/ML. In that sense, it may be better that the LS is addressed as part of the ML Framework discussions.

	China Telecom
	yes
	Send a LS to SA5 is beneficial. We need to coordination with SA5 as they also have a WID for AI/ML.

	NEC
	Yes
	We also think that coordination with SA5 would be useful.

	Futurewei
	Yes
	It is always good to hear opinions from a different aspect of the issue.

	KDDI
	Yes
	We think an LS could be useful.

	Samsung
	Yes
	Coordinating with SA5 is needed if agreeing the scheme with OAM involvement.

	CMCC
	Yes
	We think an LS and coordination with SA5 is useful.

	Lenovo, Motorola Mobility
	No strong view
	It seems a little bit early to send a LS to SA5 before RAN3 reaching any clear agreements. But we are also fine to send the LS if majority view’s  fine.

	Deutsche Telekom
	Yes
	There is generally the need for a consultation with SA5 w.r.t. model deployment update and other topics. But our preference is to exchange such information based on the discussion on functional framework, not for every use case separately (see also Nokia’s comment).

	ZTE
	Yes, but
	Coordinate with SA5 seem necessary for further discuss, but we think we can focus on the other Solution first because exchange between RAN and OAM is out of SI scope.

	Intel
	Yes
	It’s not clear whether OAM can support AI/ML model transfer to NG-RAN, check with SA5 with the solution feasibility is needed. We also think this LS can include a general aspect of model deployment/update from OAM to NG-RAN, i.e. life cycle management and configuration management for AI/ML.


Moderator’s Summary:

12/13 companies agree to send a LS to SA5 to check the feasibility of solutions which involves OAM and agreed in Q1. 3 companies think the LS should be general for other CBs as well. Moderator agrees that the LS to SA5 should be general to cover other use case solutions which may also have coordination with OAM. A draft LS is proposed by moderator.
Proposal 2: RAN3 agrees to send a LS to SA5, asking about AI/ML management, including model deployment/update from OAM to NG-RAN.

4.1.2 AI/ML-based network energy saving for split architecture

[3][6][9] proposes AI/ML-based network energy saving should also support for split architecture. Model training and model inference is proposed to be deployed at gNB-CU. gNB-DU performs the energy saving decision and configuration received from gNB-CU. 
Q1-3: Companies are invited to provide their views on whether AI-based energy saving for split architecture should be captured in the TR.
	Company
	Yes/No
	Comment

	Ericsson
	Yes, but
	It is generally good to include procedures and node behaviours for split RAN. However, RAN3´s first priority should be to have clear solutions for non split RAN.
Details on the functional split between CU and DU can be discussed when details of the solutions start to be agreed and a first version of a solution for non split RAN starts to become clear.

	Huawei
	Yes
	Since split architecture is there, we should also take this into account.

	Nokia
	Yes, but
	Split architectures use case should be captured in the TR once the non-split case is well understood.

	China Telecom
	Yes 
	Split architecture are proposed to meet challenging demands in 5G era, and former discussions haven’t considered the AI based ES in this type of base station and it should be captured as a specific use case.

	NEC
	Yes
	Same reason as Huawei.

	Futurewei
	Yes
	Split architecture should be supported but it can be FFS as Ericsson suggested. The impact to the interface between CU and DU, if any, should be studied too.

	KDDI
	Yes, but
	We agree with Nokia’s comments.

	Samsung
	Yes
	Split architecture is needed to be considered.

	CMCC
	Yes, but
	We share the view with Ericsson and Nokia that should first study the non-split case.

	Lenovo, Motorola Mobility
	Yes
	gNB-CU and gNB-DU split architecture should be taken into account. The details on the functional split between gNB-CU and gNB-DU should be discussed later.

	Deutsche Telekom
	Yes, but
	Same view as E/// and others. Let’s focus first on non-split architecture. 

	ZTE
	Yes, but
	Agree with E/// and others. Focus on non-split architecture first for energy saving.

	Intel
	Yes, but
	Share the same view as E///, RAN3 needs to focus on non-split solution first. Split architecture can be studied in later stage.


Moderator’s Summary:

All companies support to study split architecture. 9/13 companies think split architecture solution should be studied after non-split architecture solution is well-understood.
Proposal 3: RAN3 will prioritize to work on non-split architecture solution, before considering split architecture solution.

4.1.3 Action-based and Prediction-based solutions
In contribution [3], it is proposed to classify solutions for AI/ML based energy saving by 1) AI/ML-assisted energy saving (prediction-based); 2) AI/ML-generated energy saving (action-based).

· AI/ML-assisted energy saving (prediction-based): Energy saving decision is generated by conventional method based on the predicted resource status, where the predicted resource status is generated by AI/ML model. 

· AI/ML-generated energy saving (action-based): Energy saving decision is generated by AI/ML model based on the current/historical resource status.

Q1-4: Companies are invited to provide their views on whether AI-based energy saving solution should support AI/ML-assisted energy saving, AI/ML-generated energy saving, or both?

	Company
	AI/ML-assisted, AI/ML-generated or both?
	Comment

	Ericsson
	None
	We do not understand why this distinction is needed. In our functional framework we have clear behaviours and roles for different functions. We are studying solutions where an Actor function takes actions based on a received Model Inference function output. We do not specify whether these actions are based only on the Model Inference output, or on the output plus historical data, etc. Namely the Actor “may” take the Model Inference output into account to perform its actions and it is up to the Actor implementation to decide how to ultimately take the action. Hence, the classification seems not to be of relevance for the work RAN3 is carrying out. 

	Huawei
	Both could be studied
	Both options are just different implementation strategy.

	Nokia
	None of the two
	There is no need for categorization. These categories just depend on how different ML Algorithms want to produce their output.

	China Telecom
	None of the two
	There is no need for categorization. These categories just depend on how different ML Algorithms want to produce their output.

	NEC
	Depends on solutions
	This looks like depends on particular AI/ML algorithm. 

We acknowledge that both approaches are possible as different solutions based on implementation.

	Futurewei
	Out-of-scope.
	How the decision is made is implementation-dependent and does not need to be standardized.

	KDDI
	Reasonable
	Classifying the solutions seems to be reasonable for facilitating the discussion. If signaling procedures and spec impact between two types are actually different, this classifying is needed to progress SI.

	Samsung
	Yes for both
	This classification is from AI/ML functionality aspect instead of algorithm aspect. For these two types, the AI functionality and corresponding input/output are not same. The classification can help to sort out the standard impact for different AI functionalities.

	CMCC
	Needs clarification 
	It seems that the classification is related to the detailed solution and at this moment we see no strong reason to do the classification. 

	Lenovo, Motorola Mobility
	Yes, with comment
	It’s important to understand what the purpose of the AI model is, meaning the output of the AI model. We think both AL/ML-assisted energy saving, and AI/ML-generated energy saving should be considered.

We will not discuss the exact algorithm, but classifying the solutions into AL/ML-assisted or generated energy saving sounds reasonable and will facilitate the discussion.

On the other hand, we are open whether we need to explicitly define these 2 types of models or just explain in the solution description.

	Deutsche Telekom
	Not needed
	Both solutions are possible (probably also more?), but we don’t need that strict classification here, as this is more related to solution implementation.  

	ZTE
	Not needed.
	Agree with Nokia. These categories just depend on how different ML Algorithms want to produce their output. 

	Intel
	Not needed
	Same view as Ericsson, Nokia and DT.


Moderator’s Summary:

8/13 think there’s no need for categorization of AI-assisted and AI-generated solution for AI-based network energy saving. The main reason is that these categories are mainly depends on implementation of different AI/ML algorithms. However, the proponents think the category of AI-assisted and AI-generated can facilitate the discussion as the required input/output are not the same.

Base on above observation, from moderator’s understanding, it would be good to study the required input/output for AI/ML-based network energy saving first. If there’s any standard impact, we can further consider whether to capture it in the solution explicitly or not.
No proposal is made at this stage.
4.2 Inputs of AI/ML-based Network Energy Saving
4.2.1 Information Input for model training/inference

Following information as input for AI/ML-based network energy saving are summarized based on contributions:

	Information as input for model training/inference
	Contribution

	Traffic load

· Historical/Current/Predicted traffic load of ES-Cell 

· Current/Predicted traffic load of neighbor cells
	[1], [2], [3], [4], [5], [6], [8], [10]

	Resource status
· Historical/Current/Predicted resource status of ES-Cell

· Current/Predicted resource load of neighbor cells
	[2], [3], [4], [6], [9] (report from DU)

	Energy Consumption/Efficiency

· Current energy consumption of ES-Cell
· Predicted energy consumption of neighbor cells
	[2], [10], ([3], [5], [8] proposed predicted energy saving decision shared across NG-RANs)

	UE mobility trajectory prediction
	[4], [5], [6]

	UE mobility history information (in MDT report)
	[6], [8]

	Cell ID
	[2], [7]

	Basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage)
	[4], [7]

	UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
	[7], [9]

	real-time information on number of users
	[1]

	Timestamp of requested energy saving decision
	[2]

	Energy-saving scenario
	[4]

	UE historical traffic information
	[10]


As current/predicted traffic load is proposed by majority companies, moderator would like to propose following agreement:
Traffic load information can be used as input for AI/ML based Network Energy Saving. Predicted traffic load can be exchanged via Xn interface between NG-RAN nodes.
Q2-1: Companies are invited to provide their views whether above proposal can be agreed or not.
	Company
	Agree/Disagree
	Comment

	Ericsson
	Agree, with clarification
	Perhaps the safest way, right now, to define Traffic Load is by means of the information exchanged in the Resource Status Update procedure. We propose to clarify that Traffic contains, at least, information that can be sent via the Xn: Resource Status Update

	Huawei
	In general yes, 
	As commented in other CB, in general we think we first need to generalize such info, e.g. load info, mobility info, resource usage info, maybe historical power consumption info, etc., but we are not sure if we should go and agree one by one at this stage, does that mean these metrics/parameters will not be revisited during normative phase.

	Nokia
	Agree
	

	China Telecom
	Agree
	All listed information are important feature input to make decisions.

	NEC
	In general yes
	In general traffic load information is beneficial for network energy saving as input. So, we can agree to the first part:

“Traffic load information can be used as input for AI/ML based Network Energy Saving.”

Second part refers to a specific algorithm, not general for all algorithms.

	Futurewei
	Agree in principle.
	Suggest we decide on solutions first. After that the needed input information will become clear.

	KDDI
	Agree
	Traffic load information can be used as a baseline for energy saving.

	Samsung
	Agree
	Load information is an essential factor for ES decision. The predicted load is required to be exchanged for ES.

	CMCC
	In general yes
	

	Lenovo, Motorola Mobility
	Agree
	We agree that the traffic load information is one of inputs of AL/ML based network energy saving. The details of traffic load information should be further studied.

The predicated traffic load exchanged via Xn is under discussion in another CB.

	Deutsche Telekom
	Agree
	All mentioned information may be useful as input (dependent on the model implemented), but there may be some of those which are more important than others like traffic load and resource status. Hard to decide at current stage.

	ZTE
	Agree, but
	We see that this proposal also discussing in the other #CB_Load Balancing. We think load prediction also is a key part of energy saving, so traffic load information can be as input for energy saving. But we want to know whether traffic load information does include predicted load information? 
Anyway, we are fine with current proposal.

	Intel
	Agree
	From energy saving use case point of view, we can simply agree on what information is needed. How to exchange traffic load information also depends on AI-based load balancing solution.


Moderator’s Summary:

All companies agree with the proposal, that is:

“Traffic load information can be used as input for AI/ML based Network Energy Saving. Predicted traffic load can be exchanged via Xn interface between NG-RAN nodes.”

1 company think whether the predicted traffic load need to be exchanged via Xn interface may have algorithm dependency. 1 company thinks we should clarify the traffic information in set via specific message (i.e. Resource Status Update). However, 1 company suggests we should agree on the generalize information during SI phase. From moderator’s understanding, for AI-based network energy saving, the traffic load information can include both current traffic load information and the predicted one from current NG-RAN node or its neighbor nodes. However, the details of traffic load information and how it is exchanged between NG-RAN nodes may also depend on AI-based load balancing solution. In this CB, we can simply agree on what information is needed for AI-based network energy saving.
Proposal can be found in Proposal 3.
Resource status is proposed in [2], [3], [4], [6] as input of AI/ML-based energy saving. It can be used to help ES-Cell optimize energy saving decision and handover without impacting other NG-RAN nodes performance. The handover decision and candidate cells can also be made based on predicted resource status of neighbor cells.
Q2-2: Companies are invited to provide their views on 1) whether current/predicted resource status can be agreed as the input of AI/ML-based network energy saving? 2) whether predicted resource status can be exchanged via Xn interface between NG-RAN nodes?
	Company
	1) Yes/No
	2) Yes/No
	Comment

	Ericsson
	Yes, with clarification
	Yes, with clarification
	We understand that “current/predicted resource status” here refers to current/predicted information contained in the Resource Status Update and reported over the F1 and Xn.

	Huawei
	Yes
	Yes
	We think predicted resource status, including from neighbor node, could help a more accurate energy saving decision.

	Nokia
	Yes
	Yes
	Yes, we think that predicted resource status can be useful for the energy saving use case when exchanged between neighbours.

	China Telecom
	yes
	yes
	The current resource status can be used for calculating and decision making, the predicted value can be treated as reference for training model, it can be compared to the actual measurement resource status to see if the predication is accurate and whether the model need modification. 

To allow the coordination between NG-RAN nodes and achieve distributed learning, the predicted resource status are necessary to be transmitted to other nodes for prediction and decision making.

	NEC
	Yes
	
	We agree that resource status is beneficial as input for energy saving. Whether this should be measurements or predictions depends on implementation and needs more discussion.

	Futurewei
	Yes
	Yes
	Both will be helpful. But as we said, we need to first finalize selection of solutions.

	KDDI
	Yes
	Yes
	We think predicted radio resource status, including from neighbor node, could help a more accurate energy saving decision.

	Samsung
	yes
	yes
	The current/predicted resource status can be the input for AI model to generate a suitable energy saving decision. 

The predicted resource status from neighbors can be the input for AI model to avoid local overload or switch on/off ping-pong etc. Thus predicted resource status need to exchange via Xn.

	CMCC
	Yes
	Yes
	We think the predicted resource status is useful for energy saving and could be exchanged between neighbor nodes.

	Lenovo, Motorola Mobility
	yes
	yes
	We think both current resource status and predicated resource status can be the inputs. How to define the resource status needs further study.

	Deutsche Telekom
	Yes
	Yes
	Certainly useful info to be exchanged with high priority compared to others.

	ZTE
	Yes
	Yes
	Predicted load information can be as input for energy-saving, and predicted load information can be exchange over Xn interface.

	Intel
	Yes
	Yes
	


Moderator’s Summary:

All companies agree that current and predicted resource status (including information from current and neighbor node) can be useful for AI-based network energy saving solution. 

Proposal can be found in Proposal 3.
Energy Consumption/Efficiency is proposed in [2], [10] as input of AI/ML-based energy saving. This information is beneficial for AI/ML model to predict the future energy consumption based on other assisted information, according to the correlation between energy consumption and traffic load, etc. Additionally, [3], [5], [8] also proposes the predicted energy saving decision should be shared with neighbor cells. This can help to optimize AI/ML model performance by avoiding deterioration at the target cell while improving ES-Cell’s performance.
Q2-3: Companies are invited to provide their views on 1) whether current/predicted energy consumption of neighbor NG-RAN can be agreed as the input of AI/ML-based network energy saving? 2) whether predicted energy consumption/decision can be exchanged via Xn interface between NG-RAN nodes? 
	Company
	1) Yes/No
	2) Yes/No
	Comment

	Ericsson
	Yes, with clarification
	Yes, with clarification
	We do not propose to exchange an absolute value of energy consumption. That would be very difficult to achieve and very controversial to agree. For example, consider the case of cloud based RAN deployments: how can it be determined what is the energy consumption of a cell, when the hardware is shared between many nodes/systems? 

Instead, we propose the exchange of an Energy Efficiency gain (which could be positive or negative). With that we would not need to exchange both current and predicted values, but only a predicted Energy Efficiency gain. 

	Huawei
	Yes
	Yes
	Similar view as above

	Nokia
	Yes
	Yes
	Under the understanding that the energy consumption communicated pertains to the additional traffic that a coverage node will need to handle in case of a switch-off of a capacity cell.

	China Telecom
	yes
	yes
	The current energy consumption of neighbor NG-RAN should be stored as historical data to be training be model, and the related prediction data should be known by each nods as important input for further steps. 

The predicted energy consumption/decision of one node can be important feature input for other nodes’ related use cases. Also these data can be importance reference to determine if the model or algorithm is precise.

	NEC
	Yes
	
	Similarly to our previous answers, we agree that energy consumption is beneficial as input for energy saving. Whether this should be measurements or predictions depends on implementation and needs more discussion.

	Futurewei
	Yes
	Yes
	How the current/predicted energy consumption of neighbor NG-RAN is expressed can be defined later. It can be a relative number, such as percentage of the peak consumption.

	KDDI
	Yes, with clarification
	Yes, with clarification
	We agree with Ericsson. Considering virtualized RAN, we need more clarification.

	Samsung
	Yes
	Yes
	Energy consumption prediction can help to generate energy saving decision.

	CMCC
	Yes
	Yes
	We think the current/predicted energy consumption of neighbor NG-RAN is useful for energy saving and could be exchanged between neighbor nodes.

	Lenovo, Motorola Mobility
	Yes
	Yes
	We support to use the current and predicted energy consumption as the input. The detailed metrics on the energy consumption needs further study.

	Deutsche Telekom
	Yes, with clarification
	Yes, with clarification
	Similar view as E///.

	ZTE
	Yes, with clarification
	Yes, with clarification
	We are fine to the current/predicted energy consumption, but we need clarify how to define energy consumption.

	Intel
	Yes
	Yes
	The exact history energy consumption may be useful for local NG-RAN node to predict its own energy consumption. However, we share the same view with Ericsson, the exact energy consumption to neighbor nodes may not be appropriate, considering vRAN deployment.


Moderator’s Summary:

All companies think energy related information (current and predicted) can be useful for AI-based network energy saving solution. 

Additionally, 5 companies think that predicted energy efficiency gain of neighbor node should be considered instead of the exact value of energy consumption, as it is hard to use the exact value when the hardware platform is shared by multiple nodes in cloud-based RAN deployment. Moderator has the sympathy for the claim raised for cloud-RAN/vRAN deployment. Although some hardware platforms can support differentiate power consumed by different virtual nodes by implementation, it is hard to specify those aspects in standardization. Hence, based on moderator’s understanding, at this stage, “energy information” can be used to cover both exact energy consumption and energy efficiency gain. It is FFS which one (or both) is used as energy information.

Proposal can be found in Proposal 3.
UE mobility trajectory prediction is proposed in [4], [5], [6] as input of AI/ML-based energy saving, so that the target cell for handling the offloading traffic of ES-Cell can be selected by taking UE mobility trajectory prediction as reference.

Q2-4: Companies are invited to provide their views whether AI/ML-based network energy saving can use UE mobility trajectory prediction as input?

	Company
	Yes/No
	Comment

	Ericsson
	No
	We think this information is not needed as it can be calculated by the RAN and used by the RAN to predict load changes. We do not see the need to exchanging this information between RAN nodes

	Huawei
	Yes but
	Yes, we think this could be helpful, but we think this prediction could be done by RAN

	Nokia
	Yes
	Same view as Huawei.

	China Telecom
	yes
	AI/ML based ES are closely related to the UE trajectory predictions, base stations need the UE geological information and mobility predication to predict the traffic volume of each cell in the next few minutes. Thus, UE trajectory prediction data are important input for AI/ML based network ES.

	NEC
	Yes
	This may help to understand users per cell/beam distribution that could be useful for energy saving.

	Futurewei
	Yes
	This information can be used to predict the future load of ES-Cell and the target cell.

	Samsung
	Not sure
	The predicted resource status can help RAN to decide the load status such as how many active UE. 

Energy saving is for a node instead of a UE. If inputting UE mobility trajectory info to ES AI model, the predicted trajectory info of all UEs within the node coverage need to input, which leads to a large volume of input and brings difficulty for an AI model to work.

	CMCC
	Yes
	UE mobility trajectory prediction is helpful for energy saving.

	Lenovo, Motorola Mobility
	Yes
	We think the UE mobility trajectory prediction is useful.

	Deutsche Telekom
	Yes
	Useful info to see possible impact on UE movement (expected number of UE within cell coverage, etc.)

	ZTE
	Yes
	Both load prediction and trajectory prediction can be as input for energy saving.

	Intel
	No
	It is not clear to us how NG-RAN can get precise UE trajectory prediction as RAN has limited information of UE location. We have provided our analysis in CB#AIRAN5 as well.


Moderator’s Summary:

11/13 companies think UE mobility trajectory (of current RAN node) can be used as input for AI-based network energy saving. 1 company raised concerns that it may cause a large volume of input of all UEs’ predicted trajectory information as input. 1 company raised the concern that RAN may not have sufficient information to predict UE future location. Similar is also discussed in CB#AIRAN5, moderator would like to postpone UE predicted trajectory discussion until AI-based mobility is clear.

No proposal is made at this stage, to be continued.
For other input information proposed for AI/ML-based network energy saving,

· UE mobility history information (in MDT report)

· Cell ID

· Basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage)

· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

· real-time information on number of users

· Timestamp of requested energy saving decision

· Energy-saving scenario

· UE historical traffic information

Q2-5: Companies are invited to provide their views on whether information in below list can be considered as input for AI/ML-based network energy saving?

1) UE mobility history information (in MDT report)
2) Cell ID

3) Basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage)

4) UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

5) real-time information on number of users

6) Timestamp of requested energy saving decision

7) Energy-saving scenario

8) UE historical traffic information

	Company
	Yes/No
	Preferred Input Information
	Comment

	Ericsson
	Yes
	4) seems an obvious choice
2) if this means the Cell ID of the cell involved on energy efficiency actions
	1) is already available at the RAN nodes involved with UE mobility
3) We do not understand how this is needed if an Energy Efficiency gain metrics is exchanged

5) This is part of the information already exchanged in the Resource Status Updates

6) Not clear why this is needed

7) Not clear why this is needed

8) same as 1)?

	Huawei
	Clarifications needed
	
	What’s the difference of this question from Q2-1? On top of Q2-1, to agree some specific parameters?

	Nokia
	1)Yes

2) Yes

3) No

4) Yes

5) Yes

6) No

7) No

8) No
	1, 4, 5 can be available to the RAN already now.
	3) Unclear how this information can be useful for energy saving

6) Not sure what the timestamp means here. Some clarification is needed 

7) Unclear how this information can be useful for energy saving. 

8) No because it will require additional processing capability at the UE to calculate historical information.

	China Telecom
	yes
	
	Above lists options are all important candidate input for AI/ML based network ES, those data need to be classified and labeled to have better performance in model training and model inference.

	Futurewei
	Yes, in principle
	
	Some information needs clarifications, such as 6), 7), and 8).

	Samsung
	Partial yes
	OK for 2 and 5.
	For UE related info such as 1) 4) 8), same as above one, we have the concern about them. Energy saving is for a node instead of a UE. If inputting UE info to ES AI model, the info of all UEs within the node coverage need to input, which leads to a large volume of input and brings difficulty for an AI model to work.

The predicted resource status/load can reflect the load status in the future, which can be used for the energy saving decision.

	CMCC
	Yes in general 
	
	Unclear about the intention of 6) and7)

	Lenovo, Motorola Mobility
	Yes
	1,4,5,8.
	We can not fully understand:

3) how the temperature, humidity consumption is used for prediction of network power saving;

6) not sure what timestamp means

7) could you further explain what the energy scenarios means. 

	ZTE
	Partly yes
	1,4,7
	Here we would like to clarify the energy saving scenario. From our side, we want to cluster some similar scenario through analyzing the information included from NG-RAN including traffic tide, coverage status, etc. And energy saving scenario classification could be useful for generating energy saving decision.

	Intel
	Partially Yes
	Yes for 2/4/5/6
	For 1), we are not sure how network can use those information for energy saving decision.
For 3), from our understanding, the basic information, such as voltage, temperature, etc, may impact the power consumption at the hardware platform. However, compared with traffic load and resource consumption, these impacts may be limited.

For 6), the timestamp is used to indicate the AI/ML model when the requested predicted energy saving decision is expected, especially for load/resource status/energy information from neighbor cell.

For 8), it will introduce extra burden to UE for calculating and reporting huge amount of historical traffic information.


Moderator’s Summary:

Based on observation and questions discussed previously, 1) is part of UE mobility trajectory (which is proposed in Q2-4 for further study, and 5) is part of resource status information. Also, for each energy saving prediction, cell ID is necessary to indicate AI/ML to predict energy decision for which cell. It is suggested proponent of 6), 7) and 8) to provide some clarification and explain the benefit of using such information for AI-based network energy saving. 1 company explained it would be beneficial to cluster some similar scenario through analyzing the information included from NG-RAN including traffic tide, coverage status, etc.
1) UE mobility history information (in MDT report) (6/9)
2) Cell ID (7/9)
3) Basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage) (3/9)
4) UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc) (8/9)
5) real-time information on number of users (7/9)
6) Timestamp of requested energy saving decision (2/9)
7) Energy-saving scenario (2/9)
8) UE historical traffic information (3/9)
Except 2) and 4), no proposal is made for other information at this stage, to be continued.
Proposal 4: Input information of AI-based network energy saving includes:

· Current/Predicted traffic load informationof ES-Cell and its neighbor nodes
· Current/Predicted resource status of ES-Cell and its neighbor nodes

· Current/Predicted energy information of ES-Cell and its neighbor nodes (FFS exact energy consumption value or energy efficiency gain)
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

· Cell ID

To be continued: FFS whether below information is needed as input for AI-based network energy saving:

· UE mobility trajectory (history/current/predicted)

· basic information of the cell and gNB (e.g. location, carrier, voltage, temperature, humidity consumption, disk usage)

· Timestamp of requested energy saving decision

· Energy-saving clustered scenario

· UE historical traffic information (reported from UE)

Additionally, [4] proposes AI-based load prediction and trajectory prediction shall be as a tool-box use cases for energy saving decision. 

 Q2-6: Companies are invited to provide their views on whether a tool-box use case shall be defined and discussed?

	Company
	Yes/No
	Comment

	Ericsson
	No
	We do not understand what this means. In RAN3 we define node behaviours and interface signalling. A function is part of a logical node, whose behaviour in relation to that function is specified. Why do we need to define a “toolbox”?

	Huawei
	Clarifications needed
	What a tool-box means here?

	Nokia
	No
	We don’t understand why we need to consider this as a toolbox case.

	China Telecom
	Yes
	Tool-box can be seen as an offline model and it formed by training the historical data,  which can be applied directly when implementing an ES use case to a base station.

	NEC
	Not sure
	“Toolbox use cases” were discussed before. The benefit of having such use cases for the purpose of this study should be clarified.

	Futurewei
	Yes, in principle
	We understand an AI/ML toolbox may contain useful function, information and procedure that can be used by multiple use cases. A toolbox approach is desired to remove duplicate function, information, and procedures. For example, information related to current load and predicted load can be used by both energy saving and load balance use cases. But before we use the term “toolbox”, clarification about toolbox may be needed first, as well as how the functions in the toolbox will be used across multiple use cases.

	Samsung
	Partially yes Clarifications needed
	We see the intention. But it seems that load prediction and trajectory prediction are AI functionality instead of use case.

	CMCC
	Not sure
	Maybe we can discuss the issue later.

	Lenovo, Motorola Mobility
	Yes
	Energy saving decision making may be based on the various information including predicted information (e.g. energy-saving scenarios classification, traffic load prediction, trajectory prediction etc). A ML model can also be used to make energy saving decision.
For making better energy-saving decision, AI-based load prediction and trajectory prediction can be treated as tool-box

	Deutsche Telekom
	Clarification needed
	We have a certain understanding what is meant with “tool-box” but more clarification is needed how tool in this box may work together or if they are interconnected/dependent on each other etc.

	
ZTE
	Yes
	The intention is to reduce the duplication function among AI-based use case. As we discussing now, we see that trajectory prediction and load prediction can used for energy saving, and trajectory prediction can also be used for mobility optimization, and then load prediction can be used for load balancing. Perhaps the term “tool-box” seem make confused, we can discuss this issue later.

Anyway, predicted load and predicted trajectory are useful for AI-based energy saving case.

	Intel
	Need clarification
	We understand the motivation of having some “tool box” is to avoid duplicated prediction functionality in NG-RAN network, as well as reduce the overload to one AI/ML model. However, we think for AI-based energy saving, this tool box may not be needed.


Moderator’s Summary:

(7/12) companies think some clarification should be made and the benefit of having such use cases is not clear. 1 company think for energy-saving use case, this tool-box use case may not be needed. The proponents (5/12) think that the tool-box use case/functionality can directly provide predicted information to energy saving AI/ML model, also can help to reduce duplication function, information and procedures. From moderator’s understanding, “tool-box” is similar as the discuss we had in CB#AIRAN2 about “whether the output from one ML model can be used as input to another ML model”. This aspect can be discussed at later stage based on the conclusion of “model output can be used as input of another model”, and the solution of AI-based energy saving.

For next stage, moderator would like to suggest proponent to clarify following issues:

· What is a tool-box?

· The benefit of having such use cases for the purpose of this study should be clarified
· How the functions in the toolbox will be used across multiple use cases
· How tool in this box may work together or if they are interconnected/dependent on each other etc

No proposal is made at this stage, to be continued.
To be continued:

whether a tool-box use case shall be defined and discussed

4.2.2 Information as performance feedback
To improve system performance and model performance, performance feedback is important information for model re-training/update. [2], [5], [6], [7] and [8] proposes UE performance feedback should be provided to target cell via MDT reports (e.g. packet loss rate, data volume, average throughput, packet delay, etc), where such information can be forwarded to ES-Cell via target cell. [5] further proposed target load measurement is used for model performance evaluation and update. [7] further proposes performance measurement such as virtual memory usage, virtual disk usage should also be part of performance feedback. [8] proposes that energy consumption of UE and the target NG-RAN node, so that the decision will not deteriorate the system performance.
Based on above summary, moderator would like to propose following agreement:

The target NG-RAN node should forward the UE measurement information (e.g. packet delay, packet loss rate, data volume) to the NG-RAN node which is responsible for AI/ML model training via Xn interface.
Q2-7: Companies are invited to provide their views whether above proposal can be agreed or not.

	Company
	Agree/Disagree
	Comment

	Ericsson
	Agree
	

	Huawei
	Not sure
	As commented, we think offline training should not be placed within NG-RAN node; for online training, info from neighbor node could be considered as input, may also be used for inference as well…

	Nokia
	Not sure
	We need some explanation to gain understanding how this information can be useful at the receiving NG-RAN node.

	China Telecom
	agree
	We tent to consider the real-time scenarios for base station ES, thus it’s essential for model training node to know the UE measurement status of the target NG-RAN node to improve the accuracy of the prediction.

	NEC
	Maybe
	This may be beneficial.

	Futurewei
	Agree
	As we proposed, the information will help the ES-Cell to evaluate the performance of the model.

	Samsung
	Agree
	If online training within RAN, it is needed for the model training to evaluate an action is good or not.

	CMCC
	Agree
	

	Lenovo, Motorola Mobility
	Agree
	We tend to agree that the UE measurement information is useful for model update.

	Deutsche Telekom
	Not sure
	Same view as Huawei.

	ZTE
	Not sure
	Not sure the benefits.

	Intel
	Agree
	This information can be useful if solution 4 in Q1-1 is agreed for AI-based energy saving, which include online training in NG-RAN.


Moderator’s Summary:

7/12 companies agree the UE measurement information from target node can be supported as performance feedback for AI-based network energy saving. 5/12 companies think this information this information is mainly for online training or may also be used by model inference. Based on observation, there might be a dependence between performance feedback from target node and Solution 4 in Q1-1, where NG-RAN can perform both model training (online/offline) and model inference. Hence, moderator would like to suggest to further study performance feedback aspects after Solution 4 in Q1-1 is agreed.

No proposal is made at this stage, to be continued.
Q2-8: Companies are invited to provide their views on whether following information is needed as performance feedback?
1) Target load measurement

2) Virtual memory usage, virtual disk usage

3) Energy consumption of UE and the target NG-RAN node

	Company
	1) Yes/No
	2) Yes/No
	3) Yes/No
	Comment

	Ericsson
	Yes, Already discussed in previous questions 
	No
	Yes, Already discussed in previous questions
	

	Huawei
	Yes
	Not sure
	Partially
	For 2), not sure the intention; for 3), why UE consumption is needed?

	Nokia
	Yes
	No
	Yes but
	3) Only of the target NG-RAN node, not of the UE. 

	China Telecom
	yes
	yes
	yes
	They all can be considered as performance feedback, as target load measurement, as further decision making are based on them.

	NEC
	Not sure
	Not sure
	Not sure
	What is the relationship between these parameters and network energy saving?

	Futurewei
	Yes
	No.
	Not sure
	For 2), not sure how the information will be used.

For 3), RAN Energy Saving and UE Energy Saving are usually conflicting goals. Not sure how the UE energy consumption will be used to evaluate RAN ES performance. 

Energy consumption of the target RAN node may be useful. Although we cannot save energy for all RAN nodes at the same time, but the OAM oversees all RAN nodes may want to know the total power consumption of the network to gauge the network-wide ES performance.

	Samsung
	Yes
	No
	Not sure
	1) Energy saving decision should avoid local overload. The target load measurement can help the model generate a good decision to avoid local overload of neighbors after one node/cell switch-off.

2) seems no need

3) UE energy consumption is not needed.

	CMCC
	Yes
	Yes
	Yes
	They are all related to NW’s energy consumption. 

	Lenovo, Motorola Mobility
	Yes
	Not sure
	Yes, but
	3) not sure the UE power consumption needs to be considered.

	Deutsche Telekom
	Yes
	Yes
	Partially
	2) is additional info that could be useful in cloudified environments

3) UE energy consumption not needed.

	ZTE
	Yes
	Not sure
	Partly yes
	1)Target load information is useful for energy saving decision

2) Not sure the benefits
3) UE energy consumption is not needed.

	Intel
	Yes
	No
	Partially Yes
	For 3), UE energy consumption is not needed.


Moderator’s Summary:

For 1), all companies agree that target load measurement is needed as performance feedback.

1 company raised this is already discussed in previous question. Moderator would like to clarify that the difference between performance feedback and inputs is when the corresponding information is transmitted to AI/ML model. For performance feedback, the information represents the performance after output from model inference is taken by Actor. For input information, it is used before one action is predicted. However, performance feedback can also be input for AI/ML model if online training is considered. From moderator’s understanding, this depends on whether Solution 4 in Q1-1 is agreed for AI-based energy saving or not.

3/12 companies agree to use virtual memory usage, virtual disk usage as performance feedback. However, majority companies is not clear about the intention and how this can help to improve model accuracy and performance to AI-based energy saving.

11/12 companies agree energy consumption of the target NG-RAN node can be considered as performance feedback, but not for UE energy consumption. It is not clear how UE energy consumption can benefit network energy consumption optimization. 

Proposal can be found in Proposal 5. No proposal is made at this stage, to be continued.
Proposal 5: Load measurement and energy information of target node are needed as performance feedback for AI-based energy saving.

To be continued:

FFS whether following information is needed as performance feedback for AI-based energy saving:

· UE measurement information (packet delay, packet loss rate, data volume)

· Virtual memory usage, virtual disk usage

4.3 Outputs of AI/ML-based Network Energy Saving
In this section, two categories of output of AI/ML-based network energy saving are summarized as below:
	
	Outputs of AI/ML-based Network Energy Saving
	Contribution

	Action-based
	Recommended Energy saving Strategies, e.g., turn on/off, symbol shutdown, channel shutdown, carrier shutdown, deep sleep, device shutdown
	[2], [3], [4], [5], [7], [9]

	
	Handover strategy/Recommended candidate cells with precedence for taking over the traffic of the ES-Cell
	[2], [4], [6], [7], [8] (include the cause of offloading handover)

	
	Recommended time period for dormant mode/validity time window of predicted energy saving decision
	[2], [4], [7], [9]

	
	Predicted timestamp of energy saving decision
	[2], [3]

	
	Predicted energy consumption
	[2], [9]

	
	Accuracy of predicted energy saving decision
	[2]

	Prediction-based
	Predict number of users and traffic load in NG-RAN nodes/cells/beams
	[1]

	
	NG-RAN coverage
	[1]

	
	Predicted resource status
	[3]

	
	Predicted resource special status
	[3]


Based on above summary, moderator would like to propose following agreement:
AI/ML-based network energy saving model generates energy saving strategy, including turn on/off of cell/gNB, symbol shutdown, channel shutdown, carrier shutdown, deep sleep, device shutdown.

Q3-1: Companies are invited to provide their views whether above proposal can be agreed or not for AI/ML-based network energy saving action-based solution.

	Company
	Agree/Disagree
	Comment

	Ericsson
	Disagree
	A RAN node is peer to other RAN nodes and for that it cannot generate commands, but only recommendations towards a peer RAN node.

We could at best converge on recommendation on cell activation/deactivation, leaving further granularity FFS. The granularity of an energy saving action is highly dependent on implementation, i.e. it is challenging to recommend, e.g. carrier shut down for energy improvements, if the implementation of the node supporting that carrier is not known 

	Huawei
	Partially agree
	What “deep sleep” means here? And what is “device shutdown”, comparing to turning off gNB? Clarifications needed. And we should note that different implementation may require different parameters among the suggested set…

	Nokia
	OK on the strategy, disagree on the granularities of shutdown
	OK on the strategy. Regarding the granularity of the shutdown, in our view considering symbol/carrier/channel/device shutdown and deep sleep are too detailed for this stage of the study. They are also based on implementation. Finally, we do not agree on categorizing the use case into action-based and prediction-based.

	China Telecom
	Agree
	Actions of the base station are based on the above mentioned strategies made by model inference process.

	NEC
	Generally agree
	In general we acknowledge that AI/ML energy saving solution should be able to produce outputs that are energy saving decisions, e.g., decision to turn off/on a cell.

But exact agreement text needs further discussion.

	Futurewei
	Agree
	In general, this is correct although the details can be further discussed. For example, some of the terms used should be clarified, i.e., device shutdown, deep sleep. Furthermore, additional data (or finer granularity of some measurements) may be needed for decision like symbol shutdown.

	Samsung
	Partially agree
	Agree to generate energy saving strategy. But the detailed strategy need more discussion.

	CMCC
	Agree in general
	Share the view with Huawei that clarifications are needed for wording.

	Lenovo, Motorola Mobility
	Yes with clarifications
	The deep sleep and device shut down needs to be clarified. 

	ZTE
	Agree
	Agree these energy saving strategies. Suggest to put FFS to details here.

	Intel
	Agree
	Same view with other companies, the detailed strategy can be left FFS.


Moderator’s Summary:

10/11 companies agree the energy strategy should be the output of AI-based energy saving model. 1 company commented that one NG-RAN cannot generate command to a peer NG-RAN node, but they agree recommendation on cell activation/deactivation can be considered. From moderator’s understanding, this energy strategy is mainly for the current NG-RAN node, but not recommendation for neighbor NG-RAN node. Hence, the problem raised for “generating command to a peer NG-RAN node” is not included in the scope of this question.

Proposal can be found in Proposal 6. 

Furthermore, based on energy saving decision (turn on/off), ES-Cell can also offload traffic to candidate cells, which can take over traffic of the ES-Cell. Following agreement are proposed by moderator:
AI/ML-based network energy saving model generates handover strategy, including recommended candidate cells for taking over the traffic.

Q3-2: Companies are invited to provide their views whether above proposal can be agreed or not for AI/ML-based network energy saving action-based solution.

	Company
	Agree/Disagree
	Comment

	Ericsson
	Agree
	Mobility recommendations between RAN nodes have been in scope of RAN3 discussions and could help achieving Energy Efficiency targets

	Huawei
	Agree
	Huawei

	Nokia
	Agree
	

	China Telecom
	agree
	Some ES scenarios involve the traffic takeover of one cell to reduce the total power consumption of the system, therefore, related information is recommended as action based solution.

	NEC
	Generally agree
	We agree in general that this could be part of output, but not sure it is case for all solutions.

	Futurewei
	Agree
	This is the way it should be to save energy for the ES-Cell.

	Samsung
	Agree
	The cell to take-over traffic can be obtained based on AI model.

	CMCC
	Agree
	

	Lenovo, Motorola Mobility
	Agree
	

	ZTE
	Agree
	

	Intel
	Agree
	Handover the UE traffic of and ES-cell to an appropriate NG-RAN node is part of the energy saving solution optimization to avoid overloading/downgrading target NG-RAN nodes’ performance.


Moderator’s Summary:

11/11 companies agree the handover strategy (including recommended candidate cells for taking over the traffic) should be the output of AI-based energy saving model. 1 company thinks this can be part of the output but may not be the case for all solutions.

Proposal can be found in Proposal 6. 

After AI/ML model make certain energy saving strategy, ES-Cell may enter dormant state for a certain period. It is proposed to generate the recommended time period for dormant mode/validity time window of predicted energy saving decision as the output of AI/ML-based network energy saving. With that information, ES-Cell may automatically turn on and resume service to the upcoming connected UE(s).
Q3-3: Companies are invited to provide their views whether “recommended time period for dormant mode/validity time window of predicted energy saving decision” should be generated from AI/ML-based network energy saving action-based solution.

	 Company
	Yes/No
	Comment

	Ericsson
	No
	Maybe it is too early to discuss these details and we should see how the solution evolves first

	Huawei
	Not sure
	We think if AI/ML takes effect, it should monitor the energy consumption situation and update the decision following time being, but of course, some detailed mechanism concerning the validity could be discussed during normative phase.

	Nokia
	No
	Since validity time is not yet formally defined, it is difficult to agree to this.

	China Telecom
	yes
	This type of information is very important for the execution and effect of ES strategies, so they should be generated from the action-based solution.

	NEC
	Generally agree
	We agree in general that this could be part of output.

	Futurewei
	Yes, in principle
	A predefined timer value is necessary to wake up the sleeping node, unless other mechanisms exist.

	Samsung
	Yes
	The validity time is to indicate the applicative time for the results obtained from AI/ML model. We need to know when the decision is for. Without such information, the results may not benefit to the RAN if applying it to a misplaced time. For ES decision, only when the decision would be done in the determined time, the function is valuable. It leads to a disaster to execute in advance such as connection lost for UEs or local overload.

	CMCC
	Agree in general
	We agree that the time information is helpful for energy saving.

	Lenovo, Motorola Mobility
	Not sure
	It seems too early to discussion the recommended time period. We can discuss it later after the fundamental function is defined. 

	ZTE
	Not sure
	These details can be discuss later.

	Intel
	Agree
	 


Moderator’s Summary:

6/11 companies think that the recommended time period or validity time window can be generated from AI-based energy saving model, indicating when the decision is for. 5/11 companies think that it is not clear at this stage, which can be further studied.

No proposal is made at this stage, to be continued.
For other output information proposed for AI/ML-based network energy saving,

· Predicted timestamp of energy saving decision

· Predicted energy consumption

· Accuracy of predicted energy saving decision

Q3-4: Companies are invited to provide their views on whether information in below list can be considered as output for AI/ML-based network energy saving action-based solution?
1) Predicted timestamp of energy saving decision

2) Predicted energy consumption

3) Accuracy of predicted energy saving decision

	Company
	Yes/No
	Preferred Output Information
	Comment

	Ericsson
	Yes, with clarification
	2), 3) 
	We propose that the predicted Energy Efficiency gain is provided as output

	Huawei
	Not sure
	
	Are they additional parameters, on top of the proposals from Q3-1&Q3-2.

	Nokia
	1) Yes

2) Yes

3) Yes
	
	1)Under the understanding that timestamp means when a cell needs to be switched off in the future.

2) Predicted energy consumption would make sense with respect to a switch-off decision to characterize the impacts of cell switch-off on the energy consumption of another cell.

	China Telecom
	yes
	2), 3)
	These two types of information can be used for determining the accuracy of the prediction or the efficiency of the ES strategies, for the purpose of a better AI/ML system.

	NEC
	Not sure
	
	Are these complementary parameters?

	Futurewei
	Partially Yes
	2), 3)
	Not sure how to use predicted timestamp.

	Samsung
	Yes for all
	
	The timestamp shows the time for RAN to apply the decision in the future.

Predicted energy consumption can help to generate the accurate ES decision.

Accuracy of predicted decision provide the reference for actors to deal with the decision such as applying for high-accuracy decision, referring for low-accuracy decision.

	CMCC
	Yes
	2), 3)
	

	Lenovo, Motorola Mobility
	Yes
	2), 3)
	2) Seems assist-based solution. But we are fine to have it.

	ZTE
	Not sure
	1), 2)
	1), 2) seem beneficial. 

	Intel
	Yes for all
	
	


Moderator’s Summary:

Two companies are wondering whether above information is complementary output of AI-based energy saving. Moderator would like to clarify that the listed information can be optional for one AI/ML model to generate, which can be a complementary output.

1) Predicted timestamp of energy saving decision (3/11)

To clarify, this information is the timestamp when a cell needs to be switched off in future
2) Predicted energy consumption (9/11)

1 company mention that energy efficiency gain is preferred instead of energy consumption. Moderator understands this issue is discussed in Q2-3, so that we can use “energy information” to cover both information at this stage.
3) Accuracy of predicted energy saving decision (8/11)

2) is concluded in Proposal 6. For 1) and 3), no proposal is made at this stage, to be continued.
[1] and [3] proposes AI/ML-based network energy saving can also generate energy decision based on legacy methods via using predicted information generated from AI/ML models.
Q3-5: If prediction-based solution is agreed, companies are invited to provide their views on whether information in below list can be considered as output for AI/ML-based network energy saving prediction-based solution?

· Predict number of users and traffic load in NG-RAN nodes/cells/beams

· NG-RAN coverage

· Predicted resource status

· Predicted resource special status
	Company
	Yes/No
	Comment

	Eroicsson
	No
	This is now confusing. The use case is on Energy Saving. The prediction should be some metrics estimating Energy Efficiency. Surely there will be other Inference Models that will derive e.g. Predicted resource status etc. but they are not discussed here. 

	Huawei
	Partially yes
	Not sure what “NG-RAN coverage”, “Predicted resource (special) status” mean here, and do we need to predict no. of users? In general, traffic load prediction could be useful, then we also need to be clear the definition of traffic load.

	Nokia
	No to all
	We don’t see the relevance to the Energy Saving use case.

	China Telecom
	yes
	They are essential to be stored by the action node and the comparison between the measurement data and prediction data can help the model or the algorithm to be adjusted more accurate.

	NEC
	Not sure
	These parameters are beneficial for energy saving, but looks like not complete solution.

	Futurewei
	Yes, in principle. 
	These model outputs may be useful for the ES-Cell to make the ES decision. However, like Huawei, we are not sure what “NG-RAN coverage” and “Predicted resource special status” mean and do we need to predict them to make ES decision.

	Samsung
	Yes for 

-Predict number of users and traffic load in NG-RAN nodes/cells/beams

- Predicted resource status

- Predicted resource special status
	We would like to clarify the “predicted resource special status” firstly. It is to show the special status for load such as sudden-increment, sudden-reduction, high state, low state, etc.
The predicted resource status/resource special status can help to reflect the load status. When the predicted load is light, the capacity of node is no longer needed, so the node can decide to switch off to save energy.

For us, a little bit confused about “NG-RAN coverage” and not sure about its benefit. Maybe more clarification is needed for this one,

	CMCC
	Maybe
	These are related to energy saving, but not so directly. 

	Lenovo, Motorola Mobility
	Yes with clarifications
	We cannot full understand what ‘special status’ means.

	ZTE
	Not sure 
	Predicted resource status is useful for energy saving. Others needs further discussion.

	Intel
	No
	The above listed information cannot provide a complete solution for network taking advantage of AI/ML to optimize energy saving strategy.


Moderator’s Summary:

4/11 companies agree the listed information should be considered as output of AI-based energy saving, however, some clarification is needed, for example, “NG-RAN coverage”, “predicted resource special status”. 5/11 companies think the listed information is either non-related to energy saving use case, or is not a complete solution for energy saving. No consensus is reached due to no clear clarification of the benefits of generating the listed information as output.

No proposal is made at this stage, to be continued.
Proposal 6: AI-based network energy saving model can generate following information as output:

· Energy saving strategy (FFS detailed granularity and action)

· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy information (FFS exact energy consumption value or energy efficiency gain)
· Accuracy of predicted energy saving decision
To be continued:

FFS whether following information is the output of AI-based energy saving:

· Recommended time period for dormant mode/validity time window of predicted energy saving decision

· Predicted timestamp of energy saving decision (e.g. when a cell needs to be switched off in future)

· Predict number of users and traffic load in NG-RAN nodes/cells/beams

· NG-RAN coverage

· Predicted resource status

· Predicted resource special status

4.4 TP for AI/ML-based Network Energy Saving
Provides TP on the use case of AI/ML-based network energy saving. Moderator would like to suggest companies to discuss the potential TP for energy saving based on [2], which includes 1) solutions based on different deployment scenario of OAM and NG-RAN; 2) input/output for different deployment scenarios; 3) standard impacts. Merge agreeable parts from other contributions may also expected.

Q4-1: Companies are invited to provide their views on working on the draft TP for AI/ML-based network energy saving based on [2].

	Company
	Yes/No
	Comments/Suggestions

	Ericsson
	No
	Let´s see first how the discussion goes. Based on that, a TP can be selected

	Huawei
	
	Anyway, we should try to achieve some agreements and then discuss the possible TP…

	Nokia
	No
	Too early to agree this at this stage.

	China Telecom
	
	Agree with Huawei. The possible TP should capture the agreements or Was achieved in this meeting.

	NEC
	
	Looks a little bit early

	Futurewei
	No.
	As we said earlier, let’s work on the solutions first, then the TP text.

	Samsung
	
	Same view with HW. After we have some agreement such as AI functionality/input/output, the TP can be discussed.

	CMCC
	No
	Maybe in the second round.

	Lenovo, Motorola Mobility
	
	We can try to discuss the TP in the second round.

	Deutsche Telekom
	Perhaps
	Depends on outcome and agreements in phase 1.

	ZTE
	
	We can discuss the TP in the second round, and to capture the agreements in 1st discussion.

But we recommend to capture the figure in our proposal [4], which shows the overall structure of AI-based energy saving.


Moderator’s Summary:

Moderator understands it’s an early stage of agreeing the full TP. A draft TP of solution description based on above agreements can be further discussed in phase 2.

5 Conclusion, Recommendations [if needed]
If needed
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