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1	Introduction
Last RAN3 meeting achieved the following agreements and FFSes related to load metrics,
To enable reporting of utilised PRBs per slice, split to GBR/nGBR traffic, together with the total resource allocation per slice (exact definition FFS, e.g. “total resource allocation per slice is the overall amount of PRBs which could be available per slice if all the resources the slice could use were available”); RRM policies defined in SA5 should not be exposed.
Add SUL CAC to UL CAC as optional IE (up to the sender to include)
The number of inactive UE:  To be continued...
In this contribution, we further clarify the definition of slice PRB usage, and discusses the possibility of introducing the number of inactive UE.
2	Discussion
Last RAN3 meeting has agreed to adopt total resource allocation per slice together with slice PRB usage, and TPs on XnAP and F1AP have been agreed with an FFS on the reference for the percentage calculation for slice PRB usage. The initial discussion on the reference issue has been discussed though emails but no consensus has achieved. Generally there are two interpretations on the reference for slice PRB usage with the introduction of total resource allocation per slice:
Interpretation 1: Slice PRB usage is interpreted as the percentage used compared to the total cell capacity.
Interpretation 2: Slice PRB usage is interpreted as the percentage used compared to the total resource allocation per slice.
Firstly, it needs to be mentioned that, as discussed during last meeting, there’s possibility that the total resource allocation per slice could be modified because of the update of RRM Policy configured by OAM during the measurement period of slice PRB usage. Although such case may not happen frequently since the frequency of reconfiguration by OAM is much lower than the periodicity of load reporting, we need to at least figure out a way on how to set values for slice PRB usage and slice total PRB allocation. 
For the value setting of slice total PRB allocation for such case, it is reasonable to use the most updated total allocation per slice for load reporting, thus the receiving node is able to know that the slice total allocation has been changed for the specific cell in the sending node, without causing any confusion. And in our opinion it should be the common understanding for the definition of slice total allocation.
Observation 1: The slice total PRB allocation is always reported with the most updated values, even for cases when slice total PRB allocation is modified due to OAM configuration within the measurement period for load reporting.
For the value setting of slice PRB usage, as mentioned above, there are two interpretations on the table, under the condition that the definition of slice PRB usage is still vague in agreed TPs. At first, since all load metrics including slice PRB usage is always measured during a period, the reported value is always an average value. In addition, based on the above observation, under the condition when slice total PRB allocation is modified within the measurement period for load reporting, the value reported for slice PRB usage is better to be the average of sampling results during the time after slice total PRB allocation has been newly modified, rather than the whole periodicity configured for load reporting, which is also natural to have such understanding without causing any confusion. Note that such understanding will never cause a condition that the value of slice PRB usage is larger than the value of slice total PRB allocation.
Observation 2: Slice PRB usage is reported as an average value for sampling results during the time after slice total PRB allocation has been newly modified, rather than sampling results measured during the whole periodicity configured for load reporting. And such understanding will never lead to a condition that the value of slice PRB usage is larger than the value of slice total PRB allocation.
Then we can discuss which interpretation for slice PRB usage we’d better follow. According to discussions during last meeting, some company thought that Interpretation 2 is safer because the slice PRB usage will never exceed the slice total PRB allocation; while Interpretation 1 has a risk that slice PRB usage is larger than slice total PRB allocation if allowed, which may raise confusion by the receiving node on whether such condition is caused by OAM reconfiguration on RRM policy or logical error (e.g. filling in the wrong value to slice PRB usage/total PRB allocation). However, as given by Observation 2, no matter which interpretation we use, the value of slice PRB usage will always be smaller than the value of slice total PRB allocation; in other words, the larger slice PRB usage than slice total PRB allocation is NOT allowed for Interpretation 1, so if such condition happens, the receiving node will unambiguously identify that it is caused by the logical error if using Interpretation 1, then the receiving node is able to disregard those wrongly reported values and avoid to use them for subsequent MLB considerations. So from this perspective, Interpretation 1 is on the contrary safer than Interpretation 2 since the receiving node will never know a logical error happens by using Interpretation 2.
Observation 3: Interpretation 1 is on the contrary safer to be used since the receiving node will never know a logical error happens by using Interpretation 2.
Proposal 1: It is suggested that Slice PRB usage is interpreted as the percentage used compared to the total cell capacity, and the semantic descriptions for XnAP and F1AP are updated accordingly if needed.
Another open issue is the introduction of the number of inactive UEs. We see benefits of introducing such a metric, which could be a useful complementary to the existing metric RRC Connections. According to the email discussion during last meeting, it seems that there are multiple interpretations on the number of inactive UEs. From our understanding, the number of inactive UEs (of course this term may be pending to be modified in order to distinguish from the existing Number of active UE, since the implications for two terms are totally different) indicates the number of UEs in RRC Inactive state. In our opinion, the number of inactive UEs can be defined on top of ‘Number of stored inactive UE contexts’ as defined in TS 38.314 [1], which reflects the control plane capability on the maximum number of inactive UE context a specific cell can support to store, as well as the control plane status on the current number of stored inactive UE contexts.
Proposal 2: It is suggested to introduce a metric to reflect the control plane capability on the maximum number of inactive UE context a specific cell supports to store, as well as the control plane status on the current number of stored inactive UE contexts.
3	Conclusion
This contribution discusses load balancing enhancement, and provides following proposals,
Observation 1: The slice total PRB allocation is always reported with the most updated values, even for cases when slice total PRB allocation is modified due to OAM configuration within the measurement period for load reporting.
Observation 2: Slice PRB usage is reported as an average value for sampling results during the time after slice total PRB allocation has been newly modified, rather than sampling results measured during the whole periodicity configured for load reporting. And such understanding will never lead to a condition that the value of slice PRB usage is larger than the value of slice total PRB allocation.
Observation 3: Interpretation 1 is on the contrary safer to be used since the receiving node will never know a logical error happens by using Interpretation 2.
Proposal 1: It is suggested that Slice PRB usage is interpreted as the percentage used compared to the total cell capacity, and the semantic descriptions for XnAP and F1AP are updated accordingly if needed.
Proposal 2: It is suggested to introduce a metric to reflect the control plane capability on the maximum number of inactive UE context a specific cell supports to store, as well as the control plane status on the current number of stored inactive UE contexts.
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