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1. Introduction
In RAN3#110-e meeting, the issue about gNB-DU’s generating RRC reject message based on the RRC reject template provided by gNB-CU, in case of overload in the gNB-DU, was discussed. This paper tries to have further discussions on this issue with some suggestions proposed.
2. Discussion
2.1 Background
In the RAN3#110-e meeting, it was proposed in [1] that the gNB-CU may provide a template of the RRCReject message to the gNB-DU, to be used in case of overload in the gNB-DU (gNB-DU is not allowed to formulate RRC messages on its own), it was concluded that it is out of SON/MDT WI scope and was decided to treat as TEI-17.
To be continued as TEI17:
RRC Reject template for the DU: it shall be clarified if the DU is allowed to formulate the RRC Reject on its own.
The rest of this paper tries to focus on some further discussions on this issue.
2.2 Discussion
2.2.1 Load status over F1
The motivation is to allow gNB-DU to directly send a RRC Reject message to UE in case when gNB-DU is overloaded, since gNB-DU doesn’t have any function of compiling a RRC message, the further proposal is to allow gNB-CU to provide a RRC Reject message template for gNB-DU to general a RRC Reject message.
The motivation is clear though, there are some other aspects which deserve further investigations. The current spec allows gNB-DU to report its load status in “GNB-DU STATUS INDICATION” procedure; in addition, gNB-DU is also able to report its detailed resource usage and number of active UEs in “RESOURCE STATUS UPDATE” from gNB-DU perspective. With such info, it is clear that gNB-CU is very clear about the load situation of gNB-DU.
On the other hand, if the gNB-DU is indeed overloaded (for which gNB-CU also learns the situation), it will not be possible to accept new RACH access request which is not known by itself before responding with reject message, but UE will be able to record this and report to gNB-CU.
Observation 1: Current spec already specified mechanism for the gNB-CU to learn about gNB-DU’s load status.
Observation 2: In case of fully overloaded, gNB-DU will not be possible to accept new RACH access request, gNB-DU will not know this but UE will and report to gNB-CU.
2.2.2 Decision making
We could also look at this issue from decision making point of view, since RRC reject message is sent from gNB-CU, which means gNB-CU makes the decision whether to reject a RRC connection request. Here the main point is, the criteria of rejecting is up to implementation which may consider the load situation in both gNB-CU and gNB-DU side, even including hardware resource situation. Actually in 38.473 there is also clear description that gNB-DU is allowed to inform gNB-CU its intention to reject a UE’s request, as follows:
If the DU to CU RRC Container IE is not included in the INITIAL UL RRC MESSAGE TRANSFER, the gNB-CU should reject the UE under the assumption that the gNB-DU is not able to serve such UE.
Observation 3: In current spec, gNB-DU is allowed to inform gNB-CU its intention to reject a UE’s RRC connection request.
If gNB-DU is allowed to autonomously reject a UE’s RRC connection request, however, this would lead to a tricky situation that both gNB-CU and gNB-DU allow to reject RRC connection request, then we may have to deal with further issues, e.g. should gNB-DU also inform gNB-CU about its rejection criteria, could such criteria be reconfigured/updated, is gNB-CU able to stop gNB-DU autonomous rejection behaviour, how reject with redirection could work for gNB-DU rejection case, etc., all such issues lead to an observation that it is not a reasonable mechanism to allow gNB-DU’s autonomous behaviour of rejection, from system operation point of view.
Observation 4: If gNB-DU is allowed to autonomously reject a UE’s RRC connection request, it would further introduce additional issues, e.g. rejection criteria handling, how to stop, how reject with redirection could work, etc.
Last but not least, from network operation point of view, each RRC connection request should be recorded, i.e., even gNB-DU is allowed to reject a RRC connection request, such even should be reported to gNB-CU, this means that anyway additional F1 procedure is not avoidable which further shows that such behaviour doesn’t save anything but introduce additional signalling exchange over F1.
Observation 5: RRC reject by gNB-DU doesn’t save anything but introduce additional signalling exchange over F1.
Taking the above analysis into account, we think there seem no obvious benefits if allowing gNB-DU to send RRC reject message directly.
Proposal: It is proposed to stick to current mechanism, i.e. gNB-CU to send RRC Reject message.
3. Conclusion
Based on the discussion in this paper, we have the following observations and one proposal is suggested.
Observation 1: Current spec already specified mechanism for the gNB-CU to learn about gNB-DU’s load status.
Observation 2: In case of fully overloaded, gNB-DU will not be possible to accept new RACH access request before responding with reject message, gNB-DU will not know this but UE will and report to gNB-CU.
Observation 3: In current spec, gNB-DU is allowed to inform gNB-CU its intention to reject a UE’s RRC connection request.
Observation 4: If gNB-DU is allowed to autonomously reject a UE’s RRC connection request, it would further introduce additional issues, e.g. rejection criteria handling, how to stop, how reject with redirection could work, etc.
Observation 5: RRC reject by gNB-DU doesn’t save anything but introduce additional signalling exchange over F1.
Proposal: It is proposed to stick to current mechanism, i.e. gNB-CU to send RRC Reject message.
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