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1	Introduction
In RAN3 #110-e, it was agreed:
Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
In RAN3 #112-e, the following agreements were made: 
Progress the prioritized use cases on energy saving, load balancing, traffic steering/mobility optimization, i.e. at least by identifying their impact on the specifications, before considering any new use case.
Where ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases
It was also discussed that the following need to be investigated:  
- The detailed standard impacts for load balancing/load prediction should continue to discuss at next meeting. 
- Majority companies prefer predicted load exchanged between peer NG-RAN nodes should be supported.
- For load prediction, historical radio resource status can be the input and predicted resource status of serving cell and neighbor cell can be the output.
In this contribution, we focus on the use case of AI/ML for Load Balancing and we discuss related standardization impacts. We further provide our views on the AI/ML Load Balancing solutions and standard impacts. 
2	Discussion
Load Balancing aims to control the network load so that network distributes traffic evenly among the cells and among areas of cells. The load from the more loaded cells or carriers is sent to less loaded cells/carriers to make the network resources more equally loaded or “balanced”. This can be achieved by controlling the handover parameters and hence direct the traffic accordingly in connected mode, or by idle mode parameters for carrier selection. Optimizing Load Balancing can help the network improve system capacity. Load balancing is supported in NR through a) Load Reporting, b) Load Balancing actions of Handovers c) Adapting Handover Configuration and d) Adapting idle mode parameters. Especially load reporting can be useful at a neighbouring gNB to help it decide whether traffic should be offloaded or not.  
[bookmark: _Hlk71150375]2.1. Load prediction information exchange between gNBs 
Many AI/ML problems in the RAN require information from multiple network nodes. Therefore, naturally, solving those at a central node would yield better prediction performance. However, RAN architecture is distributed in nature. OAM could be used as this central node collecting information across the network. However, for the load balancing use case, this would require a high quantity of RAN information to be transferred to OAM. Therefore, here we consider a situation where gNBs are capable of making predictions for the purposes of load balancing. A gNB is capable of running inference locally. Depending on the ML Algorithm used, a gNB may further be able to train locally an ML Model.

Proposal 1: For the Load Balancing use case, inference may be done at the gNB (gNB-CU). 

Proposal 2: Depending on the ML Algorithm under consideration, a gNB may also need to train locally an ML Model besides running inference (e.g., in case of Reinforcement Learning). 

Even though a network node may be generating predictions for its own performance improvement (in an implementation specific manner), in an architecture allowing AI/ML it should be possible to exchange these predictions upon request, like normal measurements. A node may request predictions of certain parameters from its peers. Currently, there are no such mechanisms in place to request and exchange predictions, if predictions can be provided. In current XnAP, Resource Status Reporting can be used by an NG-RAN node to request reporting of load measurements to another NG-RAN node. Resource Status Reporting can be extended for prediction purposes or a new procedure, that works similarly, can be introduced in XnAP, to exchange load predictions. The same is also the case for F1AP in case of split architectures. 

Proposal 3: Extend the XnAP and F1AP Resource Status Procedures for reporting of predicted load information.

According to the agreements in the TR 37.817, model inference should signal ML model outputs only to nodes that have explicitly requested those, or nodes that are subject to actions based on the output from model inference. Therefore, if those predictions are to be consumed by an inference function they should meet those requirements. A message can be introduced for starting load predictions at the receiving side. 

Proposal 4: A gNB can send to another gNB a request message asking the latter to start calculation and subsequent reporting of load predictions.  

The message initiating load predictions at a neighbouring gNB needs to also include information about when those predictions need to start at a neighbour.  

Proposal 5: The request message for Load Predictions needs to contain timing information regarding when the peer gNB should start the predictions. 

The Load Prediction request message may also include a deadline by which predictions need to be provided. Certain problems or optimizations may be time-sensitive to the received data. Therefore, if predictions arrive too late, they may be considered as “expired” and have no use.  

Proposal 6: The request message for Load Predictions may contain a deadline by which predictions must be provided.

In addition, the request for predictions may include an accuracy requirement that the requested predictions should satisfy. This is because predictions may not be useful to a receiving node if they are not accurate enough. There are multiple definitions of accuracy, confidence interval being one. As another example, together with a confidence interval, a proportion of UEs can be sent to indicate that the measurements should reflect at least a certain proportion of the UEs connected to the gNB. 

Proposal 7: The request message for Load Predictions may include accuracy requirements regarding the requested information.

In case of split architectures, a gNB-CU receiving a request for Load Predictions from a peer gNB will need to forward the request to its gNB-DU in case for example predicted PRB load is requested. 

Proposal 8: In case of split architectures, a gNB-CU may need to forward the request for Load Predictions to its gNB-DU in certain cases, such as when predicted PRB load is requested. 

A gNB receiving the request message for Load Predictions can respond whether it will start the predictions or its inability to do so. For example, if a gNB cannot provide the predictions at the required accuracy, it can indicate this inability to the requesting gNB.

Proposal 9: In case a gNB is unable to provide the requested load predictions, it may indicate its inability to the requesting gNB. 

Following same principles as the Resource Status Request message, the calculated Load Predictions can be sent to the requesting gNB either periodically or at once when one-shot prediction completes and prediction information is available.  

Proposal 10: Load Predictions are sent to the requesting gNB when they become available either periodically or in a one-shot transmission.

We finally propose to accept the TP provided in the annex of this contribution.

Proposal 11: Accept the TP for TR 37.817 provided in the Annex. 

3	Conclusion
We make the following proposals:

Proposal 1: For the Load Balancing use case, inference may be done at the gNB (gNB-CU).
Proposal 2: Depending on the ML Algorithm under consideration, a gNB may also need to train locally an ML Model besides running inference (e.g., in case of Reinforcement Learning). 
Proposal 3: Extend the XnAP and F1AP Resource Status Procedures for reporting of predicted load information.
Proposal 4: A gNB can send to another gNB a request message asking the latter to start calculation and subsequent reporting of load predictions.  
Proposal 5: The request message for Load Predictions needs to contain timing information regarding when the peer gNB should start the predictions. 
Proposal 6: The request message for Load Predictions may contain a deadline by which predictions must be provided.
Proposal 7: The request message for Load Predictions may include accuracy requirements regarding the requested information.
Proposal 8: In case of split architectures, a gNB-CU may need to forward the request for Load Predictions to its gNB-DU in certain cases, such as when predicted PRB load is requested. 
Proposal 9: In case a gNB is unable to provide the requested load predictions, it may indicate its inability to the requesting gNB. 
Proposal 10: Load Predictions are sent to the requesting gNB when they become available either periodically or in a one-shot transmission.
Proposal 11: Accept the TP for TR 37.817 provided in the Annex. 
Annex - TP for TR 37.817
5.2	Load Balancing
5.2.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
· It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the Ues in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the Ues with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from Ues and network nodes, historical data, etc. ML model based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.
5.2.2	Solutions and Standard impacts
For AI/ML Load Balancing solution it should be possible for a gNB to train and execute locally an ML Model. gNBs should be allowed to request load predictions from their neighbours. Load predictions can be exchanged between neighbours, e.g., by extending the Resource Status Procedure for predicted load information or introduction of a new procedure. Through this extended or new procedure, a gNB can request from a neighouring gNB to start calculation and subsequent reporting of load predictions. In certain cases, load predictions may need to be received before a deadline, otherwise they are considered expired. In such cases, this deadline can also be included in the requesting message. Besides a deadline, it is possible that the requesting gNB includes an accuracy that load predictions should meet. The receiving gNB should only report load predictions satisfying the indicated accuracy. In case of split architectures, the message requesting load predictions may need to be forwarded from a gNB-CU to a gNB-DU, in cases where the requested load is known at the latter (e.g., PRB load). It is in this case the gNB-DU’s responsibility to calculate the related load predictions. A gNB receiving a request for load predictions may not be able to provide those predictions. In such a case, it can indicate this inability to the requesting gNB. Load Predictions can be sent after they are calculated either at one-shot transmission or periodically to the requesting gNB. 
