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1
Introduction

Regarding the support of CPAC, RAN3 has reached some agreements/WAs in RAN3#112-e meeting. Also the BL CRs have been endorsed.
About the number of multiple PSCells:

Initiating node provides upper limit for the number of PSCells to be prepared (i.e. maximum number of PSCells).

WA: initiating node provides suggested number of PSCells to be prepared.

For CPA and MN initiated inter-SN CPC, initiating node should be informed of the number of prepared PSCells (i.e. via the prepared PSCell IDs). FFS for SN initiated inter-SN CPC.

In case of MN initiated inter-SN CPC, introduce new X2AP class 2 procedure from MN to inform the source SN about “CPC triggered”.

FFS on providing the data forwarding address. For Xn, FFS new XnAP class2 procedure or reuse Xn-U Address Indication procedure.

Support both PDCP SDU data forwarding and PDCP PDU data forwarding in early data forwarding.

WA: Use the Early Status Transfer message to inform the discarding of forwarded PDCP PDU for both PDCP PDU data forwarding and PDCP SDU data forwarding.

In case of SN initiated inter-SN CPC, using a class 2 procedure in both X2AP and XnAP to indicate “CPC executed”. For X2, a new class2 procedure is introduced. For Xn, it is FFS on introducing the new class2 procedure or resuing address indication procedure.
FFS if this new procedure can be reused to indicate “CPC triggered” in early data forwarding.

Introduce “CPAC initiation Indication” in SN Addition Request, and SN Change Required.

Introduce “List of Prepared PSCell IDs” in SN Addition Request ACK. 

FFS whether to introduce “List of Prepared PSCell IDs” in SN Change Confirm.
FFS the need to have “CPAC replace indication” and “CPAC cancel indication” in the messages.

WA: Prepare one candidate PSCell in one CPAC procedure over F1 interface, same F1AP pair can be reused to prepare different candidate PScell for CPAC, reuse the existing IEs of R16 CHO and CPC. RAN3 only need to modify the procedure description. 

WA:For E1AP in all the CPAC cases, reuse the existing IEs and procedures of R16 CHO and CPC. RAN3 only need to modify the procedure description.

In this contribution, we would give further analysis on some of the open points and provide corresponding TPs.
2
Discussion

2.1
Conditional PSCell Addition
The flow chart for legacy PSCell Addition is described in TS 37.340, section 10.2.2:
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Figure 1: MR-DC with 5GC - SN Addition procedure
2.1.1 CPA Preparation
In legacy PSCell Addition, the MN is requesting only one target PSCell from the target SN. With rel-17 CPAC, the MN may be able to require one or more candidate PSCells to be configured by the target candidate SN. Also, the target candidate SN is in charge of selecting the PSCell(s) to configure, thanks to measurements (and possibly other information such as PCell ID) received from the MN, and therefore should be able to select how many candidate target PSCells need to be configured. However, the MN may want to control (e.g. limit) the number of PSCells configured by the target candidate SN. Some reasons for this limitation being for example:

-
UE supports only a limited number of CPA configurations

-
MN wants to limit the number of configured PSCells

Another issue is that the MN may configure multiple target candidate SNs for the same UE and there is a maximum number of candidate target cells (currently eight) that can be configured totally in RRC signalling. But the target SNs does not know how many CPA configurations were configured by the other SNs, and therefore may configure a number of PSCells which will exceed the UE limitation when added to the other target candidate SN PSCells.
Regarding how the initiating node (here the MN) controls the number of PSCells configured by the target candidate SN and thereby control the total number of candidate target cells configured towards the UE, different solutions were discussed:

1. MN signals a max number of PSCells to be configured by the SN

2. MN requests a certain number of PSCells to be configured by the SN, and cancels some of them if the SN decides to prepare more than this number and if the UE limitation is reached
3. SN signals a given number of PSCells, but with a priority, so the MN knows which one(s) to use or cancel if needed

Since the 1st solution has been captured in the BL CR, it might be enough from function point of view. Though the proposed suggested PSCells may help SN to decide.
Proposal 1: Open to discuss additional information of PSCells provided by the MN to control the number of PSCells configured by the target candidate SN.
2.1.2 Modification of an already prepared CPA - Cancellation

One low hanging fruit for the modification use-case would be the cancellation of one or multiple candidate PSCells. The following scenarios need to be discussed:
· Cancellation triggered by the MN

· All the candidate PSCells in a candidate SN

· One or multiple (but not all) candidate PSCells in a candidate SN

· Cancellation of CPA (i.e. all the candidate PSCells in all candidate SNs)
· Cancellation triggered by the candidate SN

· All the candidate PSCells

· One or multiple (but not all) candidate PSCells 

In principle, both MN and SN should be allowed to cancel CPA. To summarize, there are two types of cancellation, i.e., partial cancel and full cancel. For full cancel, the simplest way is to reuse the S-NODE RELEASE REQUEST message for both CPA and MN-initiated CPC. 
In case of partial cancel, reusing the S-NODE MODIFICATION REQUEST for CPA and MN-initiated CPC is also preferable.
Proposal 2: For the CPA modification scenario, support at least MN-initiated and SN-initiated cancellation.
Proposal 3: For both partial and full cancel of CPA, the existing procedures can be reused with potential enhancements.
2.2
Conditional PSCell Change
2.2.1 MN-initiated SN change

For this scenario, it was agreed to use the MN initiated SN Change procedure, i.e. CPA + SN release as baseline. The flow chart for legacy MN-initiated PSCell Change is described in TS 37.340, section 10.5.2:
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Figure 3: MR-DC with 5GC - MN-initiated SN change
The starting point, i.e., step 1 on the flow chart above is similar to a CPA. Thus the CPA conclusion can be reused here.
Proposal 4: Reuse CPA conclusion for the SN Addition part of CPC.

2.2.2 SN-initiated inter-SN change

For this scenario, it was agreed to use the SN initiated SN Change procedure as baseline. The flow chart for legacy SN-initiated PSCell Change is described in TS 37.340, section 10.5.2.
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Figure 2: MR-DC with 5GC - SN-initiated SN change
Similar to SN Addition, the S-SN request is node specific and only the Target S-NG-RAN node ID IE will differ if multiple T-SNs are to be configured. Therefore, parallel transactions are not needed and one SN Change procedure can be used for multiple T-SNs. If we cannot prepare a list of target SN node IDs in one SN Change procedure, that means parallel SN Change procedures are allowed, or in-sequence SN Change procedures are required, which will delay the whole procedure by waiting for the acknowledge messages from all the target SNs. In addition, the interaction of open parallel procedures will cause complexity to the state machine and error handling of network node.

It is therefore proposed to agree that one SN Change Required can also be used for multiple PSCells located in different target SNs, i.e., for SN Change Required message, the list of Target SN node ID is needed. For the confirm and refuse messages, the list of configured PSCell IDs or refused PSCell IDs could be an alternative to be considered.
Proposal 5: In case of SN initiated inter-SN CPC, multiple PSCells located in different target SNs can be configured by one SN Change procedure.
Similar to CPA (see section 2.1.1. and proposals 3 and 4), a mechanism to control the number of PSCells configured for a given UE is also needed. For SN-initiated CPC, the S-SN should decide how many PSCells may be configured for the UE. The WA assumption can therefore be applied to this use-case too. But the difference with CPA is that only the MN will be able to know how many candidate PSCells are configured by a target candidate SN. Therefore, this information should be signalled to the S-SN, in the SN Change Confirm message. 
Observation 1: Similar to CPA, a mechanism to control the number of PSCells configured for a given UE is needed for SN-initiated CPC.
Observation 2: Only the MN is able to know how many candidate PSCells are configured by a target candidate SN.
Proposal 6: Signal the configured target candidate PSCells in SN Change Confirm message.
2.2.3 Modification of an already prepared CPC - Cancellation

Similarly as CPA, MN-intiated CPC cancellation would reuse the same procedures for both full and partial cancel. For SN-initiated CPC cancellation, the following existing procedures can be reused:
· Full cancel:

· S-NODE CHANGE REQUIRED for SN-initiated CPC
· S-NODE MODIFICATION REQUEST for the T-SN
· Partial cancel:
· S-NODE CHANGE REQUIRED for SN-initiated CPC
· S-NODE RELEASE REQUEST for the T-SN

Proposal 7: For the CPC modification scenario, support both MN-initiated and SN-initiated cancellation.

Proposal 8: For both partial and full cancel of CPC, the existing procedures can be reused with some enhancements.

3
Conclusion
In this contribution the support of conditional PSCell change/addition has been discussed, and the following observations and proposals have been made. TP to reflect the support of SN-initiated CPC is in the Annex. And one more TP about CPC/CPA cancellation is provided in [2].
Proposal 1: Open to discuss additional information of PSCells provided by the MN to control the number of PSCells configured by the target candidate SN.

Proposal 2: For the CPA modification scenario, support at least MN-initiated and SN-initiated cancellation.

Proposal 3: For both partial and full cancel of CPA, the existing procedures can be reused with potential enhancements.

Proposal 4: Reuse CPA conclusion for the SN Addition part of CPC.

Proposal 5: In case of SN initiated inter-SN CPC, multiple PSCells located in different target SNs can be configured by one SN Change procedure.

Observation 1: Similar to CPA, a mechanism to control the number of PSCells configured for a given UE is needed for SN-initiated CPC.

Observation 2: Only the MN is able to know how many candidate PSCells are configured by a target candidate SN.

Proposal 6: Signal the configured target candidate PSCells in SN Change Confirm message.

Proposal 7: For the CPC modification scenario, support both MN-initiated and SN-initiated cancellation.

Proposal 8: For both partial and full cancel of CPC, the existing procedures can be reused with some enhancements.
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Annex

TP to TS 38.423 to support SN-initiated CPC:
8.3.5
S-NG-RAN node initiated S-NG-RAN node Change

8.3.5.1
General

This procedure is used by the S-NG-RAN node to trigger the change of the S-NG-RAN node.

The procedure uses UE-associated signalling.

8.3.5.2
Successful Operation
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Figure 8.3.5.2-1: S-NG-RAN node initiated S-NG-RAN node Change, successful operation.

The S-NG-RAN node initiates the procedure by sending the S-NODE CHANGE REQUIRED message to the M-NG-RAN node including the Target S-NG-RAN node ID IE. When the S-NG-RAN node sends the S-NODE CHANGE REQUIRED message, it shall start the timer TXnDCoverall.

The S-NODE CHANGE REQUIRED message may contain

-
the S-NG-RAN node to S-NG-RAN node Container IE.
If the M-NG-RAN node is able to perform the change requested by the S-NG-RAN node, the M-NG-RAN node shall send the S-NODE CHANGE CONFIRM message to the S-NG-RAN node. For DRBs configured with the PDCP entity in the S-NG-RAN node, the M-NG-RAN node may include data forwarding related information in the Data Forwarding Info from target NG-RAN node IE.

If the S-NODE CHANGE CONFIRM message includes the DRB IDs taken into use IE, the S-NG-RAN node shall, if applicable, act as specified in TS 37.340 [8].
The S-NG-RAN node may start data forwarding and stop providing user data to the UE and shall stop the timer TXnDCoverall upon reception of the S-NODE CHANGE CONFIRM message.

If the Conditional PSCell Change Information Required IE is included in the S-NODE CHANGE REQUIRED message, the M-NG-RAN node shall consider that the requirement concerns CPAC, as described in TS 37.340 [8]. Accordingly, the M-NG-RAN node shall include the Conditional PSCell Change Information Confirm IE in the S-NODE CHANGE CONFIRM message. 
	*** Skip unchanged ***


9.1.2.11
S-NODE CHANGE REQUIRED

This message is sent by the S-NG-RAN node to the M-NG-RAN node to trigger the change of the S-NG-RAN node.

Direction: S-NG-RAN node ( M-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID

9.2.2.3
	
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	PDU Session SN Change Required List
	
	0..1
	
	
	YES
	ignore

	>PDU Session SN Change Required Item
	
	1 .. <maxnoofPDUsessions>
	
	NOTE: If the 
PDU Session Resource Change Required Info – SN terminated IE 

is not present in a PDU Session SN Change Required Item IE, abnormal conditions as specified in clause 8.3.5.4 apply.
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Change Required Info – SN terminated
	O
	
	9.2.1.18
	
	–
	

	S-NG-RAN node to M-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the CG-Config message as defined in subclause 11.2.2 of TS 38.331 [10].
	YES
	reject

	Conditional PSCell Change Information Required
	O
	
	
	
	YES
	reject

	>CPAC Indicator
	M
	
	ENUMERATED (CPAC-initiation, ...)
	
	
	

	>Multiple Target S-NG-RAN Node List
	
	0..1
	
	If this IE is present, then the Target S-NG-RAN node ID IE shall be ignored.
	
	

	>>Multiple Target S-NG-RAN Node Item
	
	1 .. <maxnoofTargetSNs>
	
	
	
	

	>>>Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID

9.2.2.3
	
	
	

	>>>Maximum Number of PSCells To Prepare
	O
	
	INTEGER (1..FFS, …)
	Indicates the maximum number of PSCells that the target SN may prepare.
	
	

	>>>RRC Container
	M
	
	OCTET STRING
	Includes CPCExecutionCondition as defined in subclause 6.2.x of TS 38.331 [10]. 

FFS
	
	


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256

	maxnofTargetSNs
	Maximum no. of target S-NG-RAN nodes. FFS


9.1.2.12
S-NODE CHANGE CONFIRM

This message is sent by the M-NG-RAN node to inform the S-NG-RAN node that the preparation of the S-NG-RAN node initiated S-NG-RAN node change was successful.

Direction: M-NG-RAN node ( S-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU Session SN Change Confirm List
	
	0..1
	
	
	YES
	ignore

	>PDU Session SN Change Confirm Item
	
	1 .. <maxnoof PDUsessions>
	
	NOTE: If the 
PDU Session Resource Change Confirm Info – SN terminated IE 

is not present in a PDU Session SN Change Confirm Item IE, abnormal conditions as specified in clause 8.3.5.4 apply.
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Change Confirm Info – SN terminated
	O
	
	9.2.1.19
	
	–
	

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Conditional PSCell Change Information Confirm
	O
	
	
	
	YES
	ignore

	>Candidate PSCell ID List
	
	1
	
	
	
	

	>>Candidate PSCell ID Item
	
	1 .. <maxnoofPSCellCandidate>
	
	
	
	

	>>>PSCell ID
	M
	
	Target Cell Global ID

9.2.3.25
	
	
	


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256
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