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Introduction

 In the latest RAN3#112-e meeting, AI Functional Framework was updated as shown below, and captured in the TP [1].
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Figure 4.2-1: Functional Framework for RAN Intelligence
During the email discussion and online discussion,  there were still several issues and FFS left to discuss as follows:
- Mark the Model Performance Feedback in the Functional Framework (Figure 4.2-1) as FFS and continue discussions on what such transfer of information should entail and for which purpose.

- The definition of the Model Deployment/Update function is FFS. Discussions need to be continued to identify what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information

- When discussing use cases, check on each use case the feasibility of a “validity time” (i.e. “best before” for the prediction result) as additional information provided by the Model Inference function together with the Inference output.

- Discussions should be continued on the following principle, especially concerning what the level of accuracy is:

If the inference function provides output predictions, an optional indication of the accuracy level for which the inference model is trained should be indicated to the nodes that request/subscribe to this information.

- output from one model as input to another

- high-level principles for inference function

 To be continued...

In this contribution, we further analyze these remaining issues, and provide corresponding TP.
Discussion
Model Performance feedback
Feedback from Actor to Data collection is performance feedback, while the feedback from Model inference to Model training is model performance feedback. These two feedback is different by definition.

For the feedback from Actor, this feedback reflects the network performance after the Action. After the policy is adopted/configured, the network performance may be optimized/maintained/degraded. 
For the feedback from Model inference to Model training, since Model inference is one component which generates the output through executing trained model with the inference data, this performance reflects the ML model performance is good or not. Model inference component is responsible for providing the model performance feedback to Model training. The inference data from data collection to model inference include the actual data used to compute the loss value with the predicted data, which reflects whether model performance is good or not. Model training can decide whether to retrain the ML model according to the model performance feedback from Model inference. 
Proposal 1: Model Performance Feedback from model inference to model training should be kept in the framework.
Model Deployment/Update

If we consider the scenario where model training and model inference are separately deployed in the different NW nodes, 5GC, or OAM, model deployment/update function will be leveraged to transfer the information related to the ML model (e.g. model graph, model weights, model sizes). What specific information should be transferred depends on the ML learning implementations. If Model Deployment/Update function was removed, the logic of AI functionality is broken, and it seems there is no functional relationship between model training and model inference.
Moreover, for a certain use case, ML model can be shared between peer NW nodes via a new signalling procedure (Model management procedure).

Proposal 2: Model Deployment/Update should be kept in the AI framework for AI logical functionality, and even for ML model sharing.

Validity time and Accuracy
From our understanding,  if ML model performance degrades, model training will achieve the information via model performance feedback from Model inference, and then decide whether to retrain the ML model or select new ML implementation. And the output from model inference to actor will valid until the new version of the output is generated. Moreover, validity time depends on the ML model and specific use case. Whether validity time is needed indeed need to discussed case by case. 

Proposal 3: Whether validity time is needed indeed need to discussed case by case. 

Accuracy level indication cannot be calculated/measured until the action is executed based on the prediction. In other word, when accuracy level indication can be calculated in the ML inference, the corresponding action have been executed based on the predicted information. So it is meaningless to transfer the accuracy level indication from model inference to action.

Proposal 4: No need to carry the accuracy indication information in the output from Model inference.
High-level principles for inference function

Currently, the high-level principles was agreed to capture into the TR37.817 [2] as shown below:

-----------------------------------------------------------------------------------------------------------------------------------------
4.1
High-level Principles 

The following high level principles should be applied for AI-enabled RAN intelligence:

The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.

The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 

The input/output and the location of Model inference function should be studied case by case.

RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.

The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   

The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.  NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.

A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

-----------------------------------------------------------------------------------------------------------------------------------------
The 4th bullet just mentions the content related to Model training function, but Model inference related content is missing. Therefore, we propose to add the new bullet below:
RAN3 should focus on the analysis of data needed at the Model inference function from external functions, while the aspects of how the Model inference function uses inputs to execute a model are out of RAN3 scope.

Proposal 5: Propose to add model inference content related to data analysis in the high-level principle section
Proposal 6: Agree the corresponding TP is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Model Performance Feedback from model inference to model training should be kept in the framework.

Proposal 2: Model Deployment/Update should be kept in the AI framework for AI logical functionality, and even for ML model sharing.

Proposal 3: Whether validity time is needed indeed need to discussed case by case. 

Proposal 4: No need to carry the accuracy indication information in the output from Model inference.
Proposal 5: Propose to add model inference content related to data analysis in the high-level principle section
Proposal 6: Agree the corresponding TP is provided below.
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4 General Framework

4.2
Functional Framework

4.1
High-level Principles 

The following high level principles should be applied for AI-enabled RAN intelligence:

The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.

The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 

The input/output and the location of Model inference function should be studied case by case.

RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.
RAN3 should focus on the analysis of data needed at the Model inference function from external functions, while the aspects of how the Model inference function uses inputs to execute a model are out of RAN3 scope.

The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   

The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.  NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.

A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

4.2
Functional Framework

Editor’s Note: Data Preparation aspects may be further refined
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Figure 4.2-1: Functional Framework for RAN Intelligence

This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.

Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, performance feedback, AI/ML model output.

Training Data: information needed for the AI/ML model training function.

Inference Data: information needed as an input for the Model inference function to provide a corresponding output.

Model Training is a function that performs the training of the ML model. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 

Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 

Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.

Feedback: Information that may be needed to derive training or inference data or performance feedback. 
Model deployment/update: The trained/updated ML model deployed to Model inference where ML model shall be running.

Model performance feedback: The performance of the ML model provided by Model inference to Model training that reflects the performance of ML model..
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