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1	Introduction
In this paper, we further discuss the possible standard impacts to support mobility optimization.
2	Discussion
2.1 General
First of all, we believe the following mobility scenarios should be considered under AI assisted mobility optimization:
· Handover
· Conditional Handover
· PSCell addition and change
· Conditional PSCell addition and change
[bookmark: _Toc79141151]RAN3 considers the following mobility scenarios under AI assisted mobility optimization, i.e., handover, conditional handover, PSCell addition or change, Conditional PSCell addition and change. 

Besides, regarding how to utilize AI/ML model to assist mobility optimization, we believe the following cases shall be considered:
In case 1, a deterministic algorithm is used to make mobility decision, and use the output of one ML model as input. Note that the ML model providing input for mobility decision could be located in the neighbor RAN node capable of ML inference or in the local RAN node.
In case 2, a ML model is used to make mobility decision, and the inputs are regular measurement results or information.
In case 3, a ML model is used to make mobility decision, and the output of another ML model (from either local RAN node or neighbor RAN node) is used as input. 
	Case 
	Mobility decision
	Input (from local RAN node or neighbor RAN node)

	1
	Deterministic
	ML model

	2
	ML model
	Deterministic 

	3
	ML model
	ML model



For case 1 and case 3, we believe the mobility decision (regardless of if ML model is used) can be made using the input provided from the ML model for load prediction and ML model for UE trajectory prediction.
[bookmark: _Toc79141152]The ML model can be used to make the mobility decision or provides input for the mobility decision.
 
[bookmark: _Toc79141153]The outcome of load prediction and UE trajectory prediction can be used as input for the mobility decision.

2.2 Location of ML inference/training 
With respect to the deployment of ML inference functionality, there are two kinds of ML inference relevant in this case. 
· Type 1: One kind of ML inference uses ML model to generate the prediction result as an input to make mobility decision. For example, in case 1 and case 3.
· Type 2: Another kind of ML inference uses ML model to make the mobility decision. For example, in case 2 and case 3.
For both kinds of ML inference, we believe it’s most reasonable to locate them in the CU-CP to avoid unnecessary information exchange cross network entities. First, CU-CP in the legacy collects data of UE bearer activity, traffic load, RRM measurement etc. which can be used as input to a ML model making mobility decision as for Type2 ML inference. Secondly, it is CU-CP that will provide information to the neighbor RAN nodes over Xn interface, thus, in case of case 1 or case 3 wherein the mobility decision making requests prediction result from the neighbor nodes, it is most straight forward for the CU-CP of the neighbor RAN node to conduct ML inference and provide requested prediction result over Xn interface. 
[bookmark: _Toc79141154]ML inference function related to mobility decision and input provision (e.g. prediction result) is located in CU-CP.

For the deployment of relevant ML training functionality, since the ML model for mobility decision and input provision could be applicable for a number of gNBs probably under the same PLMN, it is possible that the ML training functionality is located in e.g. OAM. 
In another case, the ML training can be performed in a distributed manner, which means each gNB has its own ML training and they collaborate to update the ML model. It is also possible that the ML training is located in the same CU-CP as the ML inference. 
[bookmark: _Toc79141155]ML training related to mobility decision and input provision (e.g. prediction result) is located in CU-CP or OAM. 

Based on the discussion above, to support AI assisted mobility optimization, the relevant ML inference, and ML training functions could be collocated at the same CU-CP. In this case, RAN3 does not need to worry about the standard impact related to the interaction between ML inference and ML training functions related to mobility decision.
The standard impact would lie in the possible enhancements in Uu, E1AP, F1AP, and XnAp interfaces for the CU-CP, where ML training/inference locates, to collects demanded data from UE, CU-UP, DU, and the neighbor RAN node. 
[bookmark: _Toc79139408]If the ML inference, and ML training functions locate in the same CU-CP, the interaction among these functions has no standard impact.  
[bookmark: _Toc79141156]To support AI assisted mobility optimization, RAN3 focuses on the possible enhancements for CU-CP to collect demanded training/inference data from UE, CU-UP, DU, and the neighbor RAN node.

2.3 ML model for UE trajectory prediction
In this section, we further discuss possible input and output of a ML model for UE trajectory prediction. In our understanding, possible inputs for a ML model for UE trajectory decision are:
· [bookmark: _Hlk79068561]UE historical location
· UE historical serving cells and their locations
 
Possible output for a ML model for UE trajectory decision are:
· Predicted trajectory
· Predicted next cell UE will move to and the accuracy of the prediction
· The accuracy of the prediction reflects the prediction result accuracy, e.g. the predicted next cell is cell#1 and the prediction is 90% correct
· Estimated arrival probability in CHO and relevant confidence interval
· The confidence interval reflects to what extent the prediction result will vary depending on the exact dataset, e.g. the estimated arrival probability is 90% with 5% confidence interval so the actual probability may vary between 85% to 95%. 
· Estimated arrival probability in CPAC and relevant confidence interval

It’s worth clarifying that in the legacy CHO, the candidate cell will be provided with an estimated arrival probability, which will help the candidate cell to prepare resources accordingly. The arrival probability is relevant to UE trajectory which can be estimated by the model for UE trajectory prediction and provided to the ML model for mobility decision. 
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[bookmark: _Toc79139409]In legacy CHO, the candidate cell is provided with estimated arrival probability.

[bookmark: _Toc79141157]RAN3 defines the “accuracy” for ML model producing prediction result as to what extent the prediction result is considered correct.
[bookmark: _Toc79141158]RAN3 defines the “confidence interval” for ML model producing prediction result as to what extent the prediction result will vary under different data set. 
[bookmark: _Toc79141159]For ML model for UE trajectory prediction, RAN3 considers the following inputs, and outputs:
a. [bookmark: _Toc79141160]Inputs: UE historical location, UE historical serving cells and their locations
b. [bookmark: _Toc79141161]Outputs: Predicted trajectory, Predicted next cell UE will move to and the accuracy of the prediction, Estimated arrival probability in CHO and relevant confidence interval, Estimated arrival probability in CPAC and relevant confidence interval

2.4 ML model for mobility decision
In this section, we further discuss possible input and output of a ML model for mobility decision. In our understanding, possible inputs for a ML model for mobility decision are:
- UE trajectory prediction outputs
○ which requires inputs for UE trajectory prediction as discussed in section 2.4.
- Local Load prediction outputs
○ which requires inputs for load prediction as discussed in [1]
- Load prediction outputs from the neighbor node
- Legacy information collected from UE and the neighbor nodes, e.g. current or historical measurement results, UE history information, current or historical resource/load status and etc.
 
Possible outputs for a ML model for mobility decision are:
- Target Cell in HO
- Candidate Cells in CHO
- Target PSCell in PSCell addition and change
- Candidate PSCells in CPAC

The rewarding information for ML model for mobility decision could be the feedback from the target SpCell or the UE whether the mobility decision is good or not (e.g. if HO is successful).

[bookmark: _Toc79141162]For ML model for mobility decision, RAN3 considers the following inputs, outputs, and rewarding information:
c. [bookmark: _Toc79141163]Inputs: UE trajectory prediction output, local load prediction output, load prediction output from the neighbor node, legacy information collected from UE and the neighbor nodes
d. [bookmark: _Toc79141164]Outputs: Target cell in HO, candidate cells in CHO, target PSCell in PSCell addition and change, candidate PSCells in CPAC
e. [bookmark: _Toc79141165]Rewarding information: the feedback from the target SpCell or the UE whether the mobility decision is good or not (e.g. if HO is successful)


3	Conclusion
Based on the discussion above, we observe:
Observation 1	If the ML inference, and ML training functions locate in the same CU-CP, the interaction among these functions has no standard impact.
Observation 2	In legacy CHO, the candidate cell is provided with estimated arrival probability.


Based on the discussion above, we propose:
Proposal 1	RAN3 considers the following mobility scenarios under AI assisted mobility optimization, i.e., handover, conditional handover, PSCell addition or change, Conditional PSCell addition and change.
Proposal 2	The ML model can be used to make the mobility decision or provides input for the mobility decision.
Proposal 3	The outcome of load prediction and UE trajectory prediction can be used as input for the mobility decision.
Proposal 4	ML inference function related to mobility decision and input provision (e.g. prediction result) is located in CU-CP.
Proposal 5	ML training related to mobility decision and input provision (e.g. prediction result) is located in CU-CP or OAM.
Proposal 6	To support AI assisted mobility optimization, RAN3 focuses on the possible enhancements for CU-CP to collect demanded training/inference data from UE, CU-UP, DU, and the neighbor RAN node.
Proposal 7	RAN3 defines the “accuracy” for ML model producing prediction result as to what extent the prediction result is considered correct.
Proposal 8	RAN3 defines the “confidence interval” for ML model producing prediction result as to what extent the prediction result will vary under different data set.
Proposal 9	For ML model for UE trajectory prediction, RAN3 considers the following inputs, and outputs:
a.	Inputs: UE historical location, UE historical serving cells and their locations
b.	Outputs: Predicted trajectory, Predicted next cell UE will move to and the accuracy of the prediction, Estimated arrival probability in CHO and relevant confidence interval, Estimated arrival probability in CPAC and relevant confidence interval
Proposal 10	For ML model for mobility decision, RAN3 considers the following inputs, outputs, and rewarding information:
a.	Inputs: UE trajectory prediction output, local load prediction output, load prediction output from the neighbor node, legacy information collected from UE and the neighbor nodes
b.	Outputs: Target cell in HO, candidate cells in CHO, target PSCell in PSCell addition and change, candidate PSCells in CPAC
c.	Rewarding information: the feedback from the target SpCell or the UE whether the mobility decision is good or not (e.g. if HO is successful)
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