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Discussion and decision
1 Introduction

During the RAN3#112e there were some discussions about the PtP and PtM swtich decision. The working assumption is DU to make the PtP and PtM decision. Then a question was raised whether flow control is applied for this case and how flow control works.  

2 Discussion
The purpose of the Downlink Data Delivery Status procedure is to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer. The DDDS is associated to a single data radio bearer only.
For the broadcast service, there is a common F1 tunnel for a MRB. Only one PtM RLC is established in the DU. Flow control mechanism for broadcast service is similar as the traditional flow control for unicast service. 

For the multicast service, MRB with common PDCP structure is used. There are two RLCs in DU, one is for PtP and another is for PtM. This new structure has impact to the flow control mechanism for MBS. From our understanding, common PDCP MRB is similar with the PDCP duplication in dual connectivity. i.e. there are two F1 tunnels connected to a common PDCP. One is to PtM RLC and another is to PtP RLC. The PDCP decides which tunnel is used for data transmission. The data in the tunnel is sent to the corresponding RLC directly. There is no additional functionality in DU. Then CU makes the PtP/PtM swtich decision is quite straightforward. But in order to support the quick decision, the working assumption achieved in the last RAN3 meeting is DU to make the PtP/PtM swtich. Based on this working assumption, the impact to the F1 user plane and impact to the flow control is discussed in below. 

First, in the F1 interface, there is the possibility to use only one shared F1 tunnle for PtP &PtM transmission if DU makes the decision. Legacy method by using a shared tunnel only for PtM transmission and dedicated tunnel for PtP transmission is also possible. In summary, there are two possibilities for F1 user plane.
1) Two type of tunnel in F1, one shared tunnel is used for PtM transmission, another PtP tunnel is used for PtP transmission. One for each UE.

2) Only one shared tunnel in F1, used for PtP and PtM transmission. 

The alternative 1 with two types of F1 tunnel is more suitable for CU making the decision, as CU should transmit the data to the corresponding tunnel based on the decision. If DU makes the decision and notifies the decision to CU, the transmission of the notification introduces the delay between the quick decision and the action for this decision. Then actually, this way is against the original intention of quick decision. This understanding is aligning with the working assumption in below.

· WA: Standard shall enable a one to one mapping between an MRB and a shared F1-U tunnel.
To be clear, if DU make the decision, the data transmission in F1 should be all from the single tunnel, no matter DU decides PtP or PtM transmission. In the DL, there is no need to setup PtP tunnel in F1.
Proposal 1
It is proposed to agree only shared F1-U tunnel is setup and used for PtP and PtM transmission.
If proposal 1 is agreed, the next question is whether the F1-U tunnel is per DU or per cell. We think it is related to the MRB design, is it per cell or per DU? If the MRB is per cell, that means, for different cells in the same DU, there are several PDCP entities are connected to the DU. From CN to CU-UP, if the IP multicast is used, as before, for the same MBS service, only one data copy is sent to one CU-UP. CU-UP duplicates the data to each PDCP specific for a MRB. From CU-UP to DU, we think one tunnel per cell/MRB is better, as showed in left figure in Figure 1. Since the PtM resource is configured for each cell, the transmission in each cell may be different. PDCP entity could control the data volume via specific tunnel for this cell. While if the F1 shared tunnel is for DU level and PDCP in CU-UP is per MRB level, the transmission in F1 shared tunnel is more complex. Only if the MRB is per DU, then F1-U tunnel can be per DU. 

Proposal 2


It is proposed to agree the shared F1-U tunnel is per cell, not per DU. Unless MRB is per DU.
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Figure 1 F1 tunnel for a DU

After these assumptions are clear, then the final question how does the flow control looks like. There was a comment before that flow control doesn’t bring benefit and then there is no need to do the flow control for MRB, which we doublt it. Flow control is used in many cases and it is implemented as a method to avoid buffer overflow problem in DU. We think flow control is also useful for MRB. 

But there is some difference for the flow control for MRB since the MRB architecture and F1 tunnel is different from the DC split bearer. For DC split bearer, there is one tunnel for each split leg. But for MRB, as discussed above, if a shared F1 tunnel is used for both PtP and PtM, there is only one tunnel for every split leg. So the flow control should be different. 

In the flow control frame, the DU need to report the highest PDCP SN to the CU-UP, which PDCP SN should be reported is the straightforward question. We firstly need to see the usage of this PDCP SN in the CU-UP. From the specification TS38.524, showed in below, this PDCP SN is related to starting point of calculating the amount of data transmission in F1. 
	The node hosting the NR PDCP entity, when receiving the DL DATA DELIVERY STATUS frame:

-
regards the desired buffer size under b) and the data rate under c) above as the amount of data to be sent from the hosting node:

-
If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.

-
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer starting from the last "Highest successfully delivered NR PDCP Sequence Number" for RLC AM, or the hosting node may send up to this amount of data per bearer starting from the last "Highest transmitted NR PDCP Sequence Number" for RLC UM.

-
……
-
is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer, according to the feedback of successfully delivered NR PDCP PDUs;


To this usage, it is important to ensure there is no overflow in the F1 or in the DU. Safer way is to report a conservative value to the CU-UP. The flow control is applied to the shared F1 tunnle, seems the CU-UP doesn’t need to know the transmission in air is PtP or PtM. For PtP transmission, since different PtP transmission has different transmission status, the DU can select a maximum PDCP SN value from the highest in-sequence deliveried PDCP SN for every PtP transmission. #4qwaszx
Proposal 3
The maximum PDCP SN among the highest successfully delivered PDCP SN for PtP transmission is reported in DDDS.  
If the PtM and PtP transmission is configured at the same time in a cell, or within one DDDS reporting period, the DU decides the transmission is changed between PtP and PtM, the DU selects the maximum value from the highest successfully delivered PDCP SN from the PtP and highest successfully transmitte PtM transmission status. 
Proposal 4
The maximum PDCP SN among the highest successfully delivered PDCP SN and highest transmitted PDCP SN is reported in DDDS.  
For the split MRB, PtP leg can not be deactived while PtM leg may be deactived. If UE is receving data via PtP and the UE is moved to another cell. The data forwarding should be supported for this UE. But, by using a single shared F1 tunnel for both PtP and PtM, the CU-UP doesn’t know the exsiting PDCP SN for this UE and therefore doesn’t know what pacekts have been transmitted to the UE. The reported highest PDCP SN is the conservative value for all PtP tranmsisison. For this particular UE, the reported highest PDCP SN may larger than the actual valued used fro this PtP transmission. As showed in the below figure 2, the reported highest PDCP SN Is 18, while the UE transmited PDCP SN is 16. Without the accurate PDCP SN, there will be data loss during the mobility. In order to solve this problem, during the mobility procedure, the CU-CP can request DU to report the SN status, or in the DDDS, the DU reported the lowest PDCP SN among the highest successfully deliveried PDCP SN. As showed in below figure, both SN = 18 and SN = 16 are reported in DDDS. During the mobility, the CU-UP use the SN = 16 for data forwarding. In this case, there is some packets are duplicated transmitted in the target, but there is no data loss. 
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Figure 2 PDCP SN reported for mobility
Proposal 5
The lowest PDCP SN among the highest successfully delivered PDCP SN for PtP transmission is reported in DDDS.  
On the other hand, if RAN3 agree to apply the F1 shared tunnel only for PtM and a UE dedicated F1 tunnle for PtP, even it seems not aligning with the working assumption in the last RAN3 meeting. But this way has benefit in case that the PDCP status should be applied. If this alternative is agreed, the DU need to notify the PtP/PtM swtich decision to the CU-UP and CU-UP switches between the shared tunnel and UE dedicated tunnel. The notificiation should be sent together with the DDDS. And the DU needs to report PtP DDDS and PtM DDDS separatly. Due to the DU can make the fast decision and there is mis-alignment between the DU and CU-UP, considering the DDDS reporting period is much less dynamic. DU may decide to transmit packets which are received from the shared tunnel in PtP radio resource to the UE. For those pacekts, received from PtM tunnel and sent by PtP radio resource, it is not clear that DU shall report these data via PtM DDDS or PtP DDDS. It needs further discussion if this alternative is chosen. We think those packets should be reported in PtP DDDS, since they occupy PtP resource in DU. When CU-UP control the data volume sending via PtP tunnel, the total data sending to DU together with the existing packets occupy PtP resource, should not exceed the limit. This aspect can be illerated more if RAN3 agreed to setup both shared tunnel and UE dediated tunnel in F1 for the same MBS service.

Proposal 6
If both shared tunnel and UE dedicated tunnel are setup for a MBS service in F1, the impact to DDDS should be discussed further.  
3 Conclusion & recommendation
This contribution includes the following proposal, that RAN3 is requested to discuss and conclude:

Proposal 1
It is proposed to agree only shared F1-U tunnel is setup and used for PtP and PtM transmission.
Proposal 2


It is proposed to agree the shared F1-U tunnel is per cell, not per DU. Unless MRB is per DU.

Proposal 3
The maximum PDCP SN among the highest successfully delivered PDCP SN for PtP transmission is reported in DDDS.  
Proposal 4
The maximum PDCP SN among the highest successfully delivered PDCP SN and highest transmitted PDCP SN is reported in DDDS.  
Proposal 5
The lowest PDCP SN among the highest successfully delivered PDCP SN for PtP transmission is reported in DDDS.  
Proposal 6
If both shared tunnel and UE dedicated tunnel are setup for a MBS service in F1, the impact to DDDS should be discussed further.
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