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1. [bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
Topology redundancy is one of the objectives for R17 IAB, to enhance robustness and load-balancing. In R16, intra-donor topology redundancy has been adopted and inter-donor topology redundancy is further investigated in R17. 
In this contribution, some aspects for inter-donor topology redundancy will be further discussed, including bearer mapping and routing at the boundary IAB node.
2. Discussion
Bearer mapping at the boundary IAB node
	RAN3 111-e:
[bookmark: OLE_LINK27][bookmark: OLE_LINK28]To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
[bookmark: _Hlk70500586]The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.
RAN 3 112-e:
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)




Figure 1: Example for inter-donor topology redundancy
Based on the agreements and as shown in the Figure 1, IAB-donor 2 is the non-F1-terminated donor which is responsibility for the bearer mapping configuration of the boundary IAB node 3 and IAB-donor 1 is the non-F1-termination donor.
For the UL data transmission, IAB-donor 1sends the QoS information of the UL traffic to IAB-donor 2, and then IAB-donor 2 responds with the bearer mapping relation between ingress traffic QoS information and the egress BH RLC CH(s). For the BH traffic underneath the boundary IAB node 3, the ingress traffic QoS information can be informed with the granularity of BH RLC CH or F1-U GTP-U tunnel, and the granularity of BH RLC CH is preferred since there may be no need to perform bearer remapping at the boundary IAB node and the less overhead is occupied to configure the granularity of BH RLC CH than the granularity of F1-U GTP-U tunnel. 
Proposal 1: For UL BH traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each UL ingress BH RLC CH.
While for the access traffic underneath the boundary IAB node 3, the ingress traffic QoS information can be informed only with the granularity of F1-U GTP-U tunnel. 
Proposal 2: For UL access traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each accessing UE DRB (F1-U GTP-U tunnel) of the boundary IAB node.
For the DL data transmission, this issue can be also discussed for BH traffic and access traffic respectively. As for the BH traffic underneath the boundary IAB node, in order for IAB-donor 2 can select the appropriate egress BH RLC CH for the for DL traffic of each ingress BH RLC CH, IAB-donor 1 needs to inform IAB-donor 2 what BH RLC CH(s) it has and the corresponding QoS information with the BH RLC CH(s). 
Proposal 3: For DL BH traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each DL egress BH RLC CH.
While for the access traffic underneath the boundary IAB node 3, the BH transmission path is only controlled by IAB-donor 2 and there is no cross-topology BH transmission at the boundary IAB node. After boundary IAB node has received the DL access traffic, it can forward the DL access traffic to its accessing UEs based on the information of F1-U GTP-U header.
Observation 1: For DL access traffic underneath the boundary IAB node, the boundary IAB node can forward the DL access traffic to its accessing UEs based on the F1-U GTP-U header, and there is no need to enhance bearer mapping at boundary IAB node for DL access traffic.
BAP routing at the boundary IAB node
	RAN3 111-e:
Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,
- opt1 OAM based solution
- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node
- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
RAN3 112-e:
Inter-topology BAP routing option 4 is supported. 
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
The boundary-node’s two BAP addresses can have the same or different values.


Based on the agreements above, and RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4, we need to confirm that only option 4 is supported for inter-topology routing.
Proposal 4: Only the option 4 (BAP header rewriting based on BAP routing ID) is supported for inter-topology routing.
For the UL data transmission, UL packets need to be differentiated between Leg 1 and Leg 2 at the boundary IAB node. Since the UL traffic on the Leg 1 is identified with the BAP address of IAB-donor-DU 1, and it can work well just based on the legacy mechanism. While for the UL traffic on the Leg 2 which is identified with the BAP address of the boundary IAB node, in order to realize the BAP header rewriting, the boundary IAB node needs to deliver the traffic to the collocated BAP entity and perform BAP header rewriting based on the configuration.
Proposal 5: UL traffic on the Leg 2 is identified with the BAP address of boundary IAB node, and the boundary IAB node needs to deliver the traffic to the collocated BAP entity and perform BAP routing ID rewriting based on the configuration.
While for the DL data transmission, the DL traffic terminating at the boundary itself and the DL traffic terminating at the descendant IAB node may use the same BAP address of the boundary IAB node, other information in the BAP header, e.g. path ID or other new introduced field, can be used to differentiate the boundary IAB node and the descendant IAB nodes.
Proposal 6: The DL traffic terminating at the boundary itself and the DL traffic terminating at the descendant IAB nodes use the same BAP address of the boundary IAB node.
Proposal 7: Other information in the BAP header, e.g. path ID or other new introduced field, can be used to differentiate the boundary IAB node and the descendant IAB nodes.
Same to the procedure of bearer mapping at the boundary IAB node, the information exchange is also needed to support the routing across two topologies at the boundary IAB node. Similarly, the non-F1-termination donor CU needs to provide the ingress BAP routing ID(s) for DL traffic and egress BAP Routing ID(s) for UL traffic to the F1-termination donor CU based on the per BAP routing ID QoS information of BH traffic and per F1-U GTP-U tunnel QoS information of UL access traffic received from the F1-termination donor. 
Proposal 8: The F1-termination donor CU sends the per BAP routing ID QoS information of BH traffic and per F1-U GTP-U tunnel QoS information of UL access traffic to the non-F1-termination donor CU.
Proposal 9: The non-F1-termination donor CU provides the ingress BAP routing ID(s) for DL traffic and egress BAP Routing ID(s) for UL traffic to the F1-termination donor CU.
Conclusion
This contribution aims to analyze the IAB inter-donor topology redundancy, including bearer mapping and routing at the boundary IAB node. And following observations and proposals are concluded. 
Observation 1: For DL access traffic underneath the boundary IAB node, the boundary IAB node can forward the DL access traffic to its accessing UEs based on the F1-U GTP-U header, and there is no need to enhance bearer mapping at boundary IAB node for DL access traffic.
Proposal 1: For UL BH traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each UL ingress BH RLC CH.
Proposal 2: For UL access traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each accessing UE DRB (F1-U GTP-U tunnel) of the boundary IAB node.
Proposal 3: For DL BH traffic underneath the boundary IAB node, the F1-terminating donor sends the QoS information to the non-F1-terminating donor for each DL egress BH RLC CH.
Proposal 4: Only the option 4 (BAP header rewriting based on BAP routing ID) is supported for inter-topology routing.
Proposal 5: UL traffic on the Leg 2 is identified with the BAP address of boundary IAB node, and the boundary IAB node needs to deliver the traffic to the collocated BAP entity and perform BAP routing ID rewriting based on the configuration.
Proposal 6: The DL traffic terminating at the boundary itself and the DL traffic terminating at the descendant IAB nodes use the same BAP address of the boundary IAB node.
Proposal 7: Other information in the BAP header, e.g. path ID or other new introduced field, can be used to differentiate the boundary IAB node and the descendant IAB nodes.
Proposal 8: The F1-termination donor CU sends the per BAP routing ID QoS information of BH traffic and per F1-U GTP-U tunnel QoS information of UL access traffic to the non-F1-termination donor CU.
Proposal 9: The non-F1-termination donor CU provides the ingress BAP routing ID(s) for DL traffic and egress BAP Routing ID(s) for UL traffic to the F1-termination donor CU.
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