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This contribution aims at continuing the journey to a scalable, resource efficient, well balanced and usable Rel-17 solution for NR MBS.
And it is still a long way ...
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2.1	Relation between NR MBS Session management functions for gNBs supporting NR-MBS, for interworking with non-supporting NG-RAN  nodes and for NR MBS broadcast
Protocol engineering virtues like aiming at modular design, minimising the number of protocol options, and enabling extensibility, are, apart from performance aspects (i.e. timely and efficient execution of functions) and scalability considerations, common-sense requirements for a finally selected solution for any feature so far specified under the aegis of 3GPP - so also for NR MBS Session Management functions on NG-RAN interfaces.
Modularity aims at grouping necessary functions in such a way that they can be differently grouped for different purposes and each purpose does not require a specific solution, not usable for other purposes. 
Considering the 3 main purposes, you may call it also “scenarios” for NR MBS, broadcast, multicast with homogenous and with non-homogeneous deployment, respective grouping of required functions may be visualised as shown below. Those functions have been already identified during the NR MBS WI phase and are shown as key-phrases.
Figure 2.1-1 hints - on high-level - at the fact, that functions defined for broadcast may be utilised by multicast as well, i.e. multicast being realised by adding protocol elements (IEs, procedures) to broadcast protocol elements. So, ideally, function for broadcast form a subset of the functions required for multicast in homogenous deployment, which again is a subset of functions required for multicast in non-homogenous deployment.
Following this line of thoughts, functions only required for inter-working with non-supporting NG-RAN nodes would not need to be executed if such inter-working is not necessary.


Figure 2.1-1: Grouping of NG-RAN protocol functions for NR MBS
The functional grouping may not be possible for all protocols on all interfaces (e.g. taking into account also Uu), but for functions within RAN3 responsibility, such approach may result in pretty neat specification and finally result in modular and efficient implementation.
Observation 1:	NG-RAN protocol functions may be designed in a way that broadcast functions represent a subset of functions required for multicast in homogenous multicast deployment, which themselves are complemented by functions to support interworking with non-supporting NG-RAN nodes.
Proposal 2:	It is proposed to aim at NG-RAN protocol design where protocol functions required for broadcast represent a subset of protocol functions required for homogenous multicast deployment, which themselves are complimented by add-ons to support interworking with non-supporting NG-RAN nodes.
2.2	NR MBS Session management for gNBs supporting NR multicast
2.2.1	A first contemplation on individualism in NR multicast and its relation to admission control for associated PDU Session Resources in NG-RAN
Although NR MBS is about reaching out for a group of UEs in the most efficient way, und one might expect, NR MBS is all about group-actions, one-to-many, one-for-all, there are aspects in NR MBS that cannot be avoided being managed in a one-UE-by-one:
-	UE actions to join or leave a multicast service (group)
-	provision of UE join status to (supporting) gNBs within UE Context data
-	looking up UEs’ individual (cell) position in order to deliver a (group) notification to UEs or provide MBS traffic on a shared resource
-	providing MBS traffic to UEs in non-supporting NR coverage
SA2 addressed these individual aspects by deciding to use PDU Session control mechanisms to
-	allow UEs to join or leave a multicast service (group) via NAS PDU Session signalling
-	provision of UE join status to (supporting) gNBs within PDU Session Resource context data
-	gaining UEs’ individual position within the network on cell level to decide where to deliver MBS traffic after having notified potential non-RRC_CONNECTED UEs about the multicast session’s activation.
-	providing MBS traffic to UEs in non-supporting NR coverage

Having decided to use the existing PDU Session control as a key mechanism and to extend it, provides NG-RAN with the possibility to inherit usage of the respective PDU Session Resource control mechanisms: 
-	NG-RAN evaluates the possibility to admit an additional resource, and once the resource is admitted, it evaluates the actual usage of that resource:
-	NGAP (and XnAP in case of MR-DC) provides the possibility to request release of PDU Session Resources if those resources weren’t used for a considerable amount of time (the UPF is able to apply the same release function upon inactivity, preferably a wider time-horizon as compared to NG-RAN).
-	As long as NG-RAN mechanisms for “house-keeping” its resources aren’t severely changed, nothing can be said against this PDU Session based approach.
Observation 3:	With the decision to integrate per UE aspects into existing Session Management control schemes, per-UE signalling on an (associated) PDU Session (Resource) level is unavoidable.
Observation 4:	NR MBS control mechanisms shall aim at efficient setup of radio resources by minimising the signalling effort as much as possible. 
According to TS 23.501 §5.15.5.3, a PDU Session is (uniquely) associated to a slice and a DNN (Data Network Name). For NR MBS, it is not unlikely, that NR MBS services are realised in a slice separate from a subscribers default slice, probably within a different (logical data) network within a PLMN. An associated PDU Session can therefore be expected to be realised as an additional PDU Session, with a general purpose (non-GBR) QoS flow for e.g. performing application level activities. In case of group calls for first-responder applications it is also conceivable that the UL traffic generated by a “speaker” or “image provider” is realised within the same slice. 
Observation 5:	Associated PDU Sessions, i.e. those PDU Sessions via which the UE performs joining an NR MBS multicast service, may be realised in a slice and DNN separate from a subscriber’s “default/general purpose” slice. It is even conceivable, that provision of different kind of NR MBS content is provided via different slices, resulting in more than one PDU Session to be handled per UE by the system.
Having in mind the NG-RAN’s “house-keeping” mechanisms, which observe the individual traffic activity on a per DRB/per PDU Session basis, it is also conceivable, that associated PDU Sessions, which do not show individual traffic activity over a certain time are requested to be released. As discussed before, this may triggered either by the NG-RAN (PDU Session Resource Notify (TS 38.413 §8.2.4.2, referring to TS 23.502 §4.3.4.2 step 1d).
Note:	“House-keeping” is used in the sense of economical use resource (economic from oikonomos (“ruler of the household”); the best oikonomos is the one who makes the best and timely use of naturally limited resources at the optimum point in time, minimising the effort spent to reach that goal - a nice definition of what can be expected from a well designed and implemented radio resource management, isn’t it?.
The important aspect is that individual activity is monitored along individual traffic. Such monitoring is performed along the PDU Session Resources allocated for a UE in an NG-RAN node. For NR MBS, monitoring individual activity for an associated PDU Session Resource is still performed based on activity in individually allocated RAN resources - activity within shared resources are not taken into account by the responsible “house-keeping” processes within NG-RAN, such wouldn’t make any sense.
Observation 6:	NG-RAN monitors user traffic activity stemming from individual traffic for a PDU Session individually, even if the PDU Session is associated with a multicast session.
Observation 7:	NG-RAN decides to keep allocated PDU Session Resources based on the monitored activity within that resource. It is not unlikely that an associated PDU Session Resource does not show individual activity after joining and is therefore likely to be subject of NG-RAN triggered release, especially during non-active periods of the multicast session.
Associated PDU Sessions, if realised within a dedicated MBS slice, and without the likelihood of UL traffic, would be most likely only mapped to a single (default) DRB based on QoS requirements for the respective (non-GBR) QoS flow. Even if the expected individual user traffic is expected to be low, admission control would need to make some assumption on the expected user traffic and by admitting the (associated) PDU Session, it would “promise” minimum provision of resources. 
In case of multicast sessions where a vast number of users can be expected, at least in a limited area, admission control would need to take into account the resources that are needed to serve the UEs in CM-CONNECTED. The upper limit is determined by practical implementation limits, like number of CM-CONNECTED UEs the NG-RAN node is able to serve concurrently within a cell or within a certain geographical area. But most likely statistical considerations like expected momentary individual user traffic can be expected to determine admission control decisions in a more significant way. It can be expected, that not all CM-CONNECTED UEs that have joined the multicast service and due to inactivity have no associated PDU Session Resources allocated, will be able to establish associated PDU Session resources, if they do not have the respective priorities configured. 
The case where a multicast session is activated and CM-CONNECTED UEs do not have associated PDU Session resources allocated, because those UEs were active for other reasons have, by the way, been discussed in SA2.
Observation 8:	In all multicast session states, i.e. at session activation, during active or de-activated sessions, UEs in CM-CONNECTED may not have associated PDU Session resources allocated due to admission control reasons, although they have joined a multicast session via that associated PDU Session resource.
Now, it would be quite a pity if UEs which for admission control reasons are not able to establish an associated PDU Session resource (anymore) would not be able to receive the respective multicast session traffic. The admission control decisions to over-rule (pre-empt) the allocation of resources due to higher prioritised UEs, may happen at session activation, during an ongoing session, or during a de-activated session. 
We know from a response from RAN2 in R2-2104655/R3-211515 that one obvious scalability problem regarding paging channel overload and dedicated resource shortage for support of NR MBS in non-supporting gNBs lead to the majority opinion that involvement of non-supporting gNBs  should be prevented by configuring/deploying the nodes to be MBS supporting node whenever there is sufficient demand.
In all scenarios, the resulting requirement is the same: it shall be possible to receive NR MBS multicast traffic even without associated PDU Session resources being allocated, if interworking with non-supporting NG-RAN nodes is not necessary due to homogenous deployment, even in in-homogenous deployments, i.e. if a handover towards a non-supporting NG-RAN node is never necessary, reception w/o allocated associated PDU Session resources should be possible.
Proposal 9:	In particular, for homogenous deployment cases, a UE shall be able to receive NR MBS multicast traffic without associated PDU Session resources allocated, if no individual user data needs to be transported via that PDU Session.
 
2.2.2	A second contemplation on the relentlessness of time at multicast session activation
One of the quite obvious requirements to a well-designed and well-deployed MBS service is the effectiveness of signalling schemes at setup of MBS Session Resources, i.e. it is of utmost importance to reduce the amount of instantaneous signalling/processing demand and the overall time consumed from the point where data is ready to be sent up to the point where all UEs interested in the multicast service are configured and ready to receive multicast traffic. We know from the discussion above, that achieving this goal is not possible for non-supporting gNBs, but given the majority view regarding the upgrade of NG-RAN nodes for support of NR MBS, we look at homogenous deployment scenarios.
It can be expected that with decreasing effectiveness, the amount of instantaneous signalling/processing  demand is increasing and the delay to setup shared resources and configure UEs is increasing in an unacceptable way (see also discussions in the note on RRM in section 2.2.1). Bear in mind the adjective “instantaneous” for the effort to be spent to configure UEs and shared resources at session activation, this is not to be confused with the support of non-NR-MBS services, where the resource and processing demand can be expected to be spread over time.
Given the design principle chosen by SA2, effectiveness has to take into account scalability issues due to the (currently) required established PDU Session resources associated with the multicast session about to be activated.
Observation 10: Effectiveness of the finally chosen signalling scheme for multicast session activation can be measured by the instantaneous signalling and processing demand resulting in a delay between the application level session activation trigger and the setup of all necessary resources including all the UEs being configured and ready to receive multicast traffic.
Along the discussions in section 2.2.1, multicast Session activation may face the “member” UEs of a multicast session in the following conditions:
A)	UEs in CM-CONNECTED
a)	UEs in RRC_CONNECTED
a1) UEs with the associated PDU Session Resource established
a2) UEs with the associated PDU Session Resource not established
b)	UEs in RRC_INACTIVE
b1) UEs with the associated PDU Session Resource established
b2) UEs with the associated PDU Session Resource not established
B)	UEs in CM-IDLE
When looking at the current scheme for multicast session activation as captured in TS 23.247 §7.2.5.2, what are the points that break the requirement for effectiveness? We can observe the following stumbling blocks: 
1)	a2) UEs (see categorisation above) which are in CM-CONNECTED for different reasons than for activities requiring resources provided by the network slice associated with the multicast service about to be activated, would need to establish associated PDU Session resources. In homogenous deployments, or in case mobility towards a non-supporting cell is not expected, that establishment would be for the sole purpose of providing joining information to the gNB, i.e. at least a default DRB will be established, on the cost of NAS and AS signalling delay. In case of huge numbers of UEs for which associated PDU Session Resources have to be established, this adds to the overall delay at session activation. As discussed in section 2.2.1, RRM may have valid reasons to release associated PDU Session Resources, especially in case of scalability issues, so this scenario is not a theoretical one.
Observation 11: We extend Observation 8 and the conclusion leading to Proposal 9, by emphasising the fact that forcing associated PDU Session resources to be established just for the sake of providing joining information - i.e. control plane information - is not at all efficient and will end up in not acceptable delays between the application layer trigger for multicast session activation and all UEs being ready to receive multicast traffic in case large numbers of joined UEs have to be processed. This approach also takes the risk that UEs do not receive MBS traffic at all, if admission control decides to not allow establishing default resources for the associated PDU Session resource anymore. Such approach cannot be acceptable and does not represent a sound concept.
	Of course, the same considerations apply for UEs of category b2), the UEs would only need to be RAN paged before. The concluding precondition for serving UEs in CM-CONNECTED w/o associated PDU Session Resources established is to provide joining information to the gNB.
	On the instantaneous processing demand, looking at the concept behind step 3, it appears that SA2, in their wondrous attempt to literally follow what is known as “SMF centralism” avoided to provide any joining information to the AMF, which hinders to combine CM/MM information and joining information within one logical and natural place, creating processed information at a single place and accelerate the multicast activation process significantly into acceptable realms. With the AMF providing the joining information at UE Context setup w/o the necessity to setup associated PDU Sessions, steps 2,3 and 4 and 8-10 in TS 23.247 §7.2.5.2.would not be necessary at all for CM-CONNECTED UEs, speeding up activation process.
2)	The SA2 chosen approach for multicast session activation for UEs in CM-IDLE (B) runs into the same delay trap. Again, the instantaneous processing demand, stemming from literally following an unhealthy sort of centralism (in fact a dis-location of already existing MM/CM function in AMF), results in an unacceptable source of delay at multicast session start.
	We demand these shortcomings to be removed immediately.
Figure 7.2.5.2-1 from the latest TS 23.247 is re-drawn and annotated below for illustrative purposes:

	
Redrawn and annotated Figure 7.2.5.2-1 from latest TS 23.247.
Proposal 12:	NG-RAN shall receive the multicast session activation trigger as soon as the session start is issued at application layer on UP or CP level. In TS 23.247 §7.2.5.2, the delay between step 1 and step 12 is not acceptable, neither from NG-RAN nor system level point of view and represents a severe conceptual folly. SA2 shall be informed.
Proposal 13:	Any source of delay that contributes to an increase in time elapsed between the application-level multicast session start trigger and a status that all multicast users are configured shall be removed. SA2 shall be informed that any kind of processing UE lists as suggested in step 3 in §7.2.5.2 in TS 23.247 is therefore not acceptable from NG-RAN point of view.
Proposal 14:	NG-RAN shall be provided with joining information outside the associated PDU Session Resource context. SA2 shall be informed about this requirement and decide the final scheme, however, it is quite evident that the AMF would need to be involved, i.e. the CM/MM UE Context data would need to hold joining information.
There is one last aspect concerning the expected processing and signalling effort for individual RRC configuration of CM-CONNECTED UEs and the to be expected delay. Dependent on the geographical distribution of joined UEs, also NG-RAN itself may run into scalability problems, where in case of huge number of UEs that would need to first get into RRC_CONNECTED state, with a UE Context established (NAS/AS signalling) and finally receive the RRC Reconfiguration individually. 
The current RAN2 approach foreseen for multicast is not very robust for large UE population concentrated on a small geographical area. There are several approaches that one may consider:
-	Provision of a basic RRC Configuration in a “broadcast fashion”, i.e. via group paging and MCCH, leaning probably towards approaches chosen for NR broadcast.
-	Support to distribute the UE individual configuration signalling effort over time for UEs to get RRC_CONNECTED, probably considering their current position in the cell (preferential treatment of UEs at the cell edge as opposed to UEs with probably much better reception conditions in the cell centre) and their need to generate UL traffic (“speaker” with higher priority)
-	“delta” signalling for UEs for which “ptp features” are configure (delta wrt to the configuration provided via MCCH)
-	UEs allowed to start receiving multicast content in RRC_IDLE or RRC_INACTIVE
Proposal 15:	Consider informing RAN2 about the identified performance and scalability issues in order to have a minimum support of acceptable performance for large number of UEs also for multicast sessions, or at least to prepare “hooks” for Rel-18 features.
2.2.3	A third contemplation on individual association with MBS Session resources and the setup of (shared) multicast MBS Session resources observing agreements made so far
RAN3 made a couple of agreements in the last meetings concerning the NG-RAN functions related to the control of multicast MBS Session resources.
One set of agreements, meanwhile confirmed by progress in SA2 concerned the properties of an MBS Session resource and applicability of concepts and parameterisation, as captured in the latest TS 23.247 §6.6.
When it comes to the necessity to provide an association between a unicast QoS flow and a multicast QoS flow, not only TS 23.247 in §6.3.1 acknowledges to a certain extent the fact, that such association information is only necessary in for interworking with non-supporting NG-RAN nodes, we also made the following agreement at the last RAN3 meeting [Note that:
Acknowledge that MBS related information within the associated PDU Session Resource Context may not include associated QoS flow information if interworking with non-supporting RAN nodes is not required; st3 details are FFS.
Observation 16: There is a certain level of alignment between SA2 and the latest RAN3 agreement concerning the provision of associated QoS flow information if interworking with non-supporting NG-RAN nodes is not required.
With this common understanding, in order to reach a unified solution, multicast QoS flow QoS information cannot be expected to be provided by individual PDU Session Resource signalling to the NG-RAN, it has to be contained in MBS Session Resource related signalling. This is also acknowledged by TS 23.247 §7.2.1.3 step 6, where the associated PDU Session Resource setup, even if it contains associated QoS flow information is not used to allocate the radio resource.
Observation 17: Along latest TS 23.247, even if PDU Session resource signalling contains associated QoS flow information is not used to allocate the radio resource.
Looking into TS 23.247, sections 7.2.1.3 and 7.2.5.2, it appears that multicast QoS flow information is provided within the procedure to setup the shared N3 tunnel (step 7e in 7.2.1.3). However, with the discussion above on minimising the delay between the application level session activation trigger and the actual setup of shared resources, the trigger to setup RAN resources should be sent right after step 1 as shown in the re-drawn Figure 7.2.5.2 in section 2.2.2 of this paper.
As already proposed in the last RAN3 paper on MBS Session Management in R3-212101 and R3-212092, one possibility to design NGAP functions would be to  define 2 elementary procedures a RAN triggered and a 5GC triggered MBS Session Resource procedure, where 
-	the RAN triggered MBS Session Resource procedure would establish the shared N3 tunnel, 
-	and the 5GC MBS Session Resource procedure provides the multicast QoS flow QoS parameters and MBS Session parameters to NG-RAN.
That approach, however, does not seem to receive blessings from always far ahead overall system architects, as can be seen in the latest version of TS 23.247.
Following TS 23.247 on that aspect step by step, would result in the following NGAP elementary procedure structure:







NOTE:	In the Figure covering scenario 3, on location dependent MBS sessions, one can think of enabling the Ack message to carry multiple DL unicast transport addresses (requiring the Request message to pentially provide per Area Session a LL SSM). Also the MBS Session Resource Indication may carry information to enable setup of multiple shared NG-U bearers. Further, the scenario on intra-gNB mobility is only applicable for multicast.
Observation 18: A modular MBS Session Resource control approach on NG-C with procedures providing a decent split of functionality is possible to cover all scenarios identified so far, for both broadcast and multicast: MBS Session activation, UE mobility or UEs joining during ongoing multicast session, support of location dependent MBS sessions with UE mobility or joining during active session.
Proposal 19:	It is proposed to agree on 3 main MBS Session Resource related NGAP procedures: 
- gNB triggered MBS Session Resource setup, 
- 5GC triggered MBS Session Resource setup, 
- NG-RAN triggered setup of shared N3/NG-U tunnel(s) to covering location dependent sessions.
SA2 shall be informed about this approach.
In addition to that, an NG-RAN triggered release and a 5GC triggered modification procedure would complete the necessary set of procedures.
2.2.4	A fourth contemplation on the definition and use of the terms “NG-RAN MBS Session Context” and “MBS Session Resource”, following proposals made so far 
Several papers have been using the term “MBS Session Context” for a data structure located in NG-RAN.
At the same time (in fact at a very early stage of NR_MBS discussions in RAN3) we have agreed 
We Define MBS session resource in analogy with PDU session resource, e.g. including radio part, CP part, NG-UP part, MBS context in RAN
and
MBS Session Resources: the term to denote NG-RAN resources for control and delivery of MBS user data, to be used on NG, Xn, F1 and E1.
So, what is an “NG-RAN MBS Session Context”, what is an “MBS Session Resource”. Would a coherent set of definitions and their consequent use in normative work help in progressing certain matters?
We believe that a set of questions would probably help to disentangle this little confusion:
a)	what is the scope of either terms, MBS Session Context and MBS Session Resource? what is their scope from which involved network entity point of view (gNB, AMF, SMF, MB-SMF, MB-UPF)
b)	alternatively: which 5GC node is an gNB actually “talking to” in terms of control of shared MBS RAN resources?
c)	alternatively: which node would be interested if the setup/modification of a “context”, of a “resource” is not successful? or only partially successful?
Figure 7.2.5.2-1 in the latest TS 23.247, let’s assume none of the proposed changes have been introduced (Proposals 12-14), in step 11 and 12, finally, all member UEs are RRC_CONNECTED and can be configured. To which AMFs is step 11 sent? Especially when (as noted in step 10 in the re-drawn figure 7.2.5.2-1) one cannot expect MBS QoS information to be in place by means of associated PDU Session Resource modification signalling. You could, alternatively also follow Proposals 13ff and assume that Session Activation signalling is sent to NG-RAN via the connected AMFs as a direct consequence of an application-level trigger, as shown in the re-drawn Figure 7.2.5.2-1. In any case, one would have to deal with the fact that multiple AMFs serve multiple RAN nodes, and 5GC entities behind the AMF should not be involved in RAN topology knowledge.
NOTE:	One can claim, that all the thoughts packed into the paragraph above are essentially behind the 2nd Editor’s Note in the latest TS 23.247 §7.2.5.2.
We would like to see the current architecture being retained (following an very early agreement in the WI phase: Use existing NG-RAN architecture to support NR MBS. - which of course not only encompasses RAN internal aspects but also NG interface related aspects).
Also following Proposals 12ff, it would be natural that there is an association between the 5GC node holding MBS SM contexts and the 5GC node that not only holds MM/CM related UE contexts but has already, since begin of 5G the task to play the intermediate between other 5GC entities and NG-RAN.
Proposal 20:	Inform SA2 that RAN3 would like the 4th Editor’s Note in the latest TS 23.247 §7.2.5.2 solved in a way, that it is not the MB-SMF that is aware of NG-RAN nodes, but the AMF.
Proposal 21:	As a consequence of Proposal 20, it is proposed that the session activation trigger is sent by MB-SMF to the AMFs that have an association established to the MB-SMFs (i.e. AMFs serving UEs that have joined the multicast session), while it is up to the gNB via which AMF(s) to establish an multicast MBS Session resource association to the MBS-SMF.
The structure described above could be depicted in the following way (also following discussions leading to Proposal 19).


A gNB that is about to be involved in an MBS session is served by a set AMFs:
-	In case of broadcast, it is the MB-SMF that aware of the set of AMFs connected to RAN nodes serving the MBS service area. 
-	In case of multicast, the MBS-SMF should have an association with all the AMFs serving member UEs. Those (associated) AMFs are not necessarily all AMFs serving the gNB. A session activation trigger will cause the gNB to select one (or, maybe, for redundancy reasons, several AMFs) to establish an association for the related MBS Session Resource. 
-	In case of location dependent MBS sessions (common for multicast and broadcast), a gNB may need to establish more than one transport association (i.e. NG-U/N3 tunnel)
As a final question, as hinted at the start of this sub-section, one may ask which entity would be interested if a gNB is not able to provide resources for an MBS Session Resource, maybe only in parts of its cells? What would be the reaction of that entity on such a response? On which level should this information be provided (cell, TA, other area concepts)? Such questions are probably of interest for public safety application and are independent of whether the service is realised in multicast or broadcast, probably also independent from whether the service is limited to a certain service area or realised as location dependent service.
Proposal 22:	Ask SA2 whether it is important for the 5GC to know (or to pass on information) whether MBS Session Resources could not be established by the gNB (in certain parts of its served cells).
2.2.5	A final and probably not complete set of contemplations on other remaining topics for MBS Session Control on NG and Xn
2.2.5.1. Admission Control for multicast MBS Session Resources at multicast session re-activation
This is related to the open topic as captured at the last meeting:
Continue discussing gNB admission control for re-activated multicast MBS Sessions
First of all, it was noted at the last time, that deactivated MBS Sessions shall not be confused with inactive UEs, especially not in the context of admission control. Inactive UEs are CM-CONNECTED from a 5GC point of view, the 5GC considers UEs in RRC_CONNECTED and RRC_INACTIVE equally and so are the UEs treated by the NG-RAN from an admission control point of view.
The state of an MBS Session however is controlled by the 5GC, i.e. it is the 5GC deciding whether an MBS session is sent to “active” or “deactivated”, therefore an explicit control plane trigger was introduced to deactivate MBS Session Resources in NG-RAN, i.e. to allow the NG-RAN to definitely be able deciding to release those resources. Given the notes provided on “householding” resources in NG-RAN nodes in this paper, a very likely implementation would rather free those resources to make them available for other purposes, but, of course, this is an implementation specific matter. Priority indications included in the 5GC tiggered MBS Session activation will allow the NG-RAN to consider e.g. pre-empt other already admitted resources. It is proposed to remove this open topic.
Proposal 23:	It is proposed to remove the open topic “Continue discussing gNB admission control for re-activated multicast MBS Sessions” under the assumption that at each re-activation of an MBS Session MBS Session Resources would need to be admitted anew.
2.2.5.2. Role of associated PDU Session Resource modification for activating multicast MBS Session Resources
This is related to the open topic as captured at the last meeting:
Continue discussing the role of associated PDU Session Resource modification for activating multicast MBS Session resources versus a dedicated non-UE related MBS Session Resource Activation/Setup procedure
We have already observed that associated QoS flow information is not necessarily included in the associated PDU Session Resource context, as captured last meeting’s agreement:
[bookmark: _Hlk76573767]Acknowledge that MBS related information within the associated PDU Session Resource Context may not include associated QoS flow information if interworking with non-supporting RAN nodes is not required; st3 details are FFS.
Observation 24: So, in order to provide a general approach for session activation towards supporting gNBs, following the spirit of Proposal 2, the PDU Session Resource modification cannot be used in general for multicast session activation. 
Proposal 25:	It is therefore proposed to introduce a MBS Session activation procedure, as a class 1 procedure on NG-C.
Proposal 26:	It is also proposed to inform SA2, that in general, it cannot be assumed that  MBS Session information is provided in the associated PDU Session Modification procedure, because we have already decided, that especially for homogenous deployment, this is not necessary.
2.2.5.3. Deactivation of an active MBS Session
This is related to the open topic as captured at the last meeting:
Discussions on Session Deactivation is proposed to be postponed.
Luckily, the latest (not the late) TS 23.247 foresees in §7.2.5.3 quite a sound concept for deactivation. If only the design for multicast session activation would have followed the same principles:
-	both, SMF and AMF are informed about session deactivation. This, in order to cover supporting gNBs (via AMF) and non-supporting gNBs (via SMF).
-	RAN resources within supporting gNBs are deactivated/removed (principles on admission/resource control is discussed already on several places in this paper) via the AMF.
Proposal 27:	It is proposed to remove the open topic “Discussions on Session Deactivation is proposed to be postponed.” and agree on a class 1 NGAP procedure for Session Deactivation.
2.2.5.4. Release of NG-U resources for deactivated multicast MBS Sessions
This is related to the open topic as captured at the last meeting:
Continue discussing whether NG-U resources for inactive multicast MBS Sessions are always released or the gNB may keep them
We believe that an acceptable solution for this open topic would be to allow the gNB to remove the NG-U resources whenever seen necessary. If NG-U resources have been removed, e.g., because an MBS session has been kept in the de-activated status for too long, the NG-U resources would need to be established at session activation again.
This is another indication, that the session activation trigger would need to be provided by the 5GC to the gNB as early as possible, as proposed in Proposal 12, in order to allow a timely establishment of all necessary RAN resources.
Proposal 28:	It is proposed to allow the gNB to remove NG-U resources on its own discretion. A re-activation signal would need to be sent to NG-RAN as early as possible, as proposed already in Proposal 12.
2.4	NR MBS Session management functions supporting interworking with NG-RAN nodes not supporting NR MBS multicast
We have agreed the following for the interworking with non-supporting NG-RAN nodes:
The following protocol principles for interworking with non-supporting nodes are proposed:
- NGAP Session Management functions defined for joining/leaving should be defined in a way that they work in a backward compatible way with non-supporting RAN nodes
- MBS additions to PDU Session Resource procedures should have criticality “ignore”
- we should have explicit NG-RAN reply in PDU Session Resource SMF containers to inform the SMF whether MBS is supported
- MBS additions in PDU Session Resource procedure should ensure for active MBS Sessions the setup of individual resources in non-supporting nodes and setup/use of shared resources in supporting nodes with the same unique protocol means.
Include basic MBS Session related information (at least MBS Session ID, associated QoS flows) in the NGAP SMF transparent containers in the PDU Session Resource messages, where appropriate
A supporting gNB indicates in PDU Session Resource SMF containers for associated PDU Sessions that it supports MBS (i.e., effectively the functional support of MBS Session related information).” FFS whether this is needed in all containers.
MBS additions in PDU Session Resource procedure should ensure for active MBS Sessions the setup of individual resources in non-supporting nodes and setup/use of shared resources in supporting nodes with the same unique protocol means
and we still have the following open issue:
Continue discussing whether associated MBS Session information within the existing PDU Session Resource messages/IEs are included as part of the legacy QoS Flow List IEs or outside
In effect, what we are looking for is a protocol solution with which the following can be achieved (and we believe that these requirements are too obvious to require any particular discussion or even proof):
1.	MBS specific additions within the relevant NG/XnAP messages/IEs dealing with PDU Session Resources shall be only understood by supporting gNBs while non-supporting NG-RAN nodes shall not be forced to unsuccessfully terminate the procedure upon not comprehending those additions.
ad1) This requirement was already acknowledged when we agreed on the following principles:
- NGAP Session Management functions defined for joining/leaving should be defined in a way that they work in a backward compatible way with non-supporting RAN nodes
- MBS additions to PDU Session Resource procedures should have criticality “ignore”
2.	Relevant Xn/NGAP procedures executed during deactivated MBS Sessions shall not cause setup of PDU Session Resources for individual multicast traffic delivery, such should only be possible during active MBS Sessions.
3.	During Xn handover, it should not be necessary for the 5GC to re-send the association information, neither to the source node (see agreement that the association info is preferably sent at join, but latest before Xn handover is prepared towards a not supporting NG-RAN node) nor to the target node (e.g. via subsequent PDU Session Resource modification).
-	From requirements 1, 2 and 3, it can be followed that
-	only during active MBS Session, if interworking with non-supporting NG-RAN nodes is necessary, QoS flow information would be included in a way, that non-supporting NG-RAN nodes would establish QoS flow resources for individual delivery, i.e. using legacy IEs. 
-	in case of homogenous support of NR MBS, during active MBS Session, it is not necessary to include this stimulus for non-supporting NG-RAN nodes at all, as setup of resources for individual delivery is not necessary in the whole network.
-	if the associated QoS flow information is included as part of the legacy QoS flow lists this would look like as follows:

one can see (hopefully), that between supporting gNBs the information about the associated QoS flows would not be transported if the multicast session is not active, as the QoS flow itself would not be included 
so, this option does not work
-	if the associated QoS flow information is included outside the legacy QoS flow lists this would look like as follows:


-	the latter approach can be obviously applied for signalling within Xn Handover Request as well.
Proposal 29:	We propose to include the new IE which associates QoS Flows with MBS Sessions outside the legacy QoS flow lists as only this approach guarantees that non-supporting NG-RAN nodes would not setup resources for individual delivery during deactivated MBS Sessions and, consequently, supporting gNBs would be able to receive association information during deactivated MBS Sessions.

4.	like for unicast features, the SMF shall understand on a per PDU Session Resource basis - not on a per NG-RAN node level (and again, SA2 should in general not dig too deep into stage 3 details) - whether individual or shared delivery shall be applied.
ad 4) latest TS 23.247 § 5.3.2.6 suggests that there is an explicit signalling between NG-RAN and the AMF for the NG-RAN nodes capability for MBS. This capability exchange of course is not to be thought of explicit nature but implicitly by means of RAN3 specific protocol extension mechanisms, where the AMF e.g. can become aware of the NG-RAN nodes MBS support if certain elementary procedures are supported or rejected. 
Proposal 30:	Liaise to SA2 that in contrast to the latest TS 23.247, no explicit exchange of NG-RAN nodes capability is foreseen on the N2/NG-C interface.
[bookmark: _Toc527283432][bookmark: _Toc527283649][bookmark: _Toc527283678][bookmark: _Toc527283742][bookmark: _Toc527283746][bookmark: _Toc527283908][bookmark: _Toc527283925][bookmark: _Hlk16664956]3	Conclusion and Proposals
We have reviewed the latest status of SA2 discussions as presented in the latest version of TS 23.247 and we have identified some major performance issues which cannot be acceptable from a NG-RAN and overall system point of view, as these issues cause severe problems in terms of scalability and performance. 
The discussion can be summarised in the observations and concluding proposals as outlined throughout this paper:
Observation 1:	NG-RAN protocol functions may be designed in a way that broadcast functions represent a subset of functions required for multicast in homogenous multicast deployment, which themselves are complemented by functions to support interworking with non-supporting NG-RAN nodes.
Proposal 2:	It is proposed to aim at NG-RAN protocol design where protocol functions required for broadcast represent a subset of protocol functions required for homogenous multicast deployment, which themselves are complimented by add-ons to support interworking with non-supporting NG-RAN nodes.
Observation 3:	With the decision to integrate per UE aspects into existing Session Management control schemes, per-UE signalling on an (associated) PDU Session (Resource) level is unavoidable.
Observation 4:	NR MBS control mechanisms shall aim at efficient setup of radio resources by minimising the signalling effort as much as possible. 
Observation 5:	Associated PDU Sessions, i.e. those PDU Sessions via which the UE performs joining an NR MBS multicast service, may be realised in a slice and DNN separate from a subscriber’s “default/general purpose” slice. It is even conceivable, that provision of different kind of NR MBS content is provided via different slices, resulting in more than one PDU Session to be handled per UE by the system.
Observation 6:	NG-RAN monitors user traffic activity stemming from individual traffic for a PDU Session individually, even if the PDU Session is associated with a multicast session.
Observation 7:	NG-RAN decides to keep allocated PDU Session Resources based on the monitored activity within that resource. It is not unlikely that an associated PDU Session Resource does not show individual activity after joining and is therefore likely to be subject of NG-RAN triggered release, especially during non-active periods of the multicast session.
Observation 8:	In all multicast session states, i.e. at session activation, during active or de-activated sessions, UEs in CM-CONNECTED may not have associated PDU Session resources allocated due to admission control reasons, although they have joined a multicast session via that associated PDU Session resource.
Proposal 9:	In particular, for homogenous deployment cases, a UE shall be able to receive NR MBS multicast traffic without associated PDU Session resources allocated, if no individual user data needs to be transported via that PDU Session.
Observation 10: Effectiveness of the finally chosen signalling scheme for multicast session activation can be measured by the instantaneous signalling and processing demand resulting in a delay between the application-level session activation trigger and the setup of all necessary resources including all the UEs being configured and ready to receive multicast traffic.
Observation 11: We extend Observation 8 and the conclusion leading to Proposal 9, by emphasising the fact that forcing associated PDU Session resources to be established just for the sake of providing joining information - i.e. control plane information - is not at all efficient and will end up in not acceptable delays between the application layer trigger for multicast session activation and all UEs being ready to receive multicast traffic in case large numbers of joined UEs have to be processed. This approach also takes the risk that UEs do not receive MBS traffic at all, if admission control decides to not allow establishing default resources for the associated PDU Session resource anymore. Such approach cannot be acceptable and does not represent a sound concept.
Proposal 12:	NG-RAN shall receive the multicast session activation trigger as soon as the session start is issued at application layer on UP or CP level. In TS 23.247 §7.2.5.2, the delay between step 1 and step 12 is not acceptable, neither from NG-RAN nor system level point of view and represents a severe conceptual folly. SA2 shall be informed.
Proposal 13:	Any source of delay that contributes to an increase in time elapsed between the application-level multicast session start trigger and a status that all multicast users are configured shall be removed. SA2 shall be informed that any kind of processing UE lists as suggested in step 3 in §7.2.5.2 in TS 23.247 is therefore not acceptable from NG-RAN point of view.
Proposal 14:	NG-RAN shall be provided with joining information outside the associated PDU Session Resource context. SA2 shall be informed about this requirement and decide the final scheme, however, it is quite evident that the AMF would need to be involved, i.e. the CM/MM UE Context data would need to hold joining information.
Proposal 15:	Consider informing RAN2 about the identified performance and scalability issues in order to have a minimum support of acceptable performance for large number of UEs also for multicast sessions, or at least to prepare “hooks” for Rel-18 features.
Observation 16: There is a certain level of alignment between SA2 and the latest RAN3 agreement concerning the provision of associated QoS flow information if interworking with non-supporting NG-RAN nodes is not required.
Observation 17: Along latest TS 23.247, even if PDU Session resource signalling contains associated QoS flow information is not used to allocate the radio resource.
Observation 18: A modular MBS Session Resource control approach on NG-C with procedures providing a decent split of functionality is possible to cover all scenarios identified so far, for both broadcast and multicast: MBS Session activation, UE mobility or UEs joining during ongoing multicast session, support of location dependent MBS sessions with UE mobility or joining during active session.
Proposal 19:	It is proposed to agree on 3 main MBS Session Resource related NGAP procedures: 
- gNB triggered MBS Session Resource setup, 
- 5GC triggered MBS Session Resource setup, 
- NG-RAN triggered setup of shared N3/NG-U tunnel(s) to covering location dependent sessions.
SA2 shall be informed about this approach.
In addition to that, an NG-RAN triggered release and a 5GC triggered modification procedure would complete the necessary set of procedures.
Proposal 20:	Inform SA2 that RAN3 would like the 4th Editor’s Note in the latest TS 23.247 §7.2.5.2 solved in a way, that it is not the MB-SMF that is aware of NG-RAN nodes, but the AMF.
Proposal 21:	As a consequence of Proposal 20, it is proposed that the session activation trigger is sent by MB-SMF to the AMFs that have an association established to the MB-SMFs (i.e. AMFs serving UEs that have joined the multicast session), while it is up to the gNB via which AMF(s) to establish an multicast MBS Session resource association to the MBS-SMF.
Proposal 22:	Ask SA2 whether it is important for the 5GC to know (or to pass on information) whether MBS Session Resources could not be established by the gNB (in certain parts of its served cells).
Proposal 23:	It is proposed to remove the open topic “Continue discussing gNB admission control for re-activated multicast MBS Sessions” under the assumption that at each re-activation of an MBS Session MBS Session Resources would need to be admitted anew.
Observation 24: So, in order to provide a general approach for session activation towards supporting gNBs, following the spirit of Proposal 2, the PDU Session Resource modification cannot be used in general for multicast session activation. 
Proposal 25:	It is therefore proposed to introduce a MBS Session activation procedure, as a class 1 procedure on NG-C.
Proposal 26:	It is also proposed to inform SA2, that in general, it cannot be assumed that  MBS Session information is provided in the associated PDU Session Modification procedure, because we have already decided, that especially for homogenous deployment, this is not necessary.
Proposal 27:	It is proposed to remove the open topic “Discussions on Session Deactivation is proposed to be postponed.” and agree on a class 1 NGAP procedure for Session Deactivation.
Proposal 28:	It is proposed to allow the gNB to remove NG-U resources on its own discretion. A re-activation signal would need to be sent to NG-RAN as early as possible, as proposed already in Proposal 12.
Proposal 29:	We propose to include the new IE which associates QoS Flows with MBS Sessions outside the legacy QoS flow lists as only this approach guarantees that non-supporting NG-RAN nodes would not setup resources for individual delivery during deactivated MBS Sessions and, consequently, supporting gNBs would be able to receive association information during deactivated MBS Sessions.
Proposal 30:	Liaise to SA2 that in contrast to the latest TS 23.247, no explicit exchange of NG-RAN nodes capability is foreseen on the N2/NG-C interface. 
This document also contains Text Proposals for stage 2 in the Annexes A, B and C, which are accompanied by stage 3 proposals which are provided in R3-21xxxx.
Further, draft LSs to SA2 and RAN2 are attached in the Annexes D and E.
Final proposal:	It is proposed to agree on the Text proposals in the Annexes A, B and C of R3-21xxxx (this document) and to agree on the TPs for NGAP and XnAP in R3-21xxxx and the draft LSs to SA2 and RAN2 in the Annexes D and E in R3-21xxxx (this document)
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Annex A - Text Proposal for BL CR against TS 38.300 
This is a text proposal against the latest BL CR in R3-212982, changes are highlighted in cyan.
Next change
16.x.3	Session Management
Editor’s Note: Session Management aspects to be covered here.
16.x.3.1	QoS Model
The following QoS model applies to both multicast and broadcast:
-	An MBS Session Resource may be associated with one or more MBS QoS flows.
-	Each MB QoS flow is associated with a QoS profile.

Editor’s Note: whether 5GC sends MBS Session AMBR to NG-RAN and how NG-RAN node would handle it is FFS.
Editor’s Note: specification of applicability of QoS flow QoS parameters and PDU Session parameters to an MBS Session Resources is expected to be specified. How to reference to TS 23.501 (by SA2) is FFS.
Session Management for NR MBS comprises two different kinds of NG-RAN functions:
-	associated with an MBS Session Resource Context established for an MBS Session to enable 5GC shared MBS traffic delivery within a gNB supporting NR MBS, as specified in TS 23.247 [x]. On NG-RAN interfaces, these functions are realised by a set of functions separate from those associated with a UE context. These functions are applicable for multicast and broadcast.
-	associated with a UE Context, maintaining information about MBS Sessions the UE has joined and, if applicable, associated QoS flow information to enable 5GC individual MBS traffic delivery as specified in TS 23.247 [x]. On NG-RAN interfaces, these functions are incorporated in existing PDU Session Resource management related and UE context related protocol functions. These functions are applicable for multicast only. 


Annex B - Text Proposal for BL CR against TS 38.401
This is a text proposal against the latest BL CR in R3-211479, changes are highlighted in cyan.
--------------------------------Start of the First Change-----------------------------
[bookmark: _Toc64445085]3	Definitions and abbreviations
[bookmark: _Toc64445086]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Conditional Handover: as defined in TS 38.300 [2].
Conditional PSCell Change: as defined in TS 37.340 [12].
DAPS Handover: as defined in TS 38.300 [2].
en-gNB: as defined in TS 37.340 [12].
Early Data Forwarding: as defined in TS 38.300 [2].
gNB: as defined in TS 38.300 [2].
gNB Central Unit (gNB-CU): a logical node hosting RRC, SDAP and PDCP protocols of the gNB or RRC and PDCP protocols of the en-gNB that controls the operation of one or more gNB-DUs. The gNB-CU terminates the F1 interface connected with the gNB-DU. 
gNB Distributed Unit (gNB-DU): a logical node hosting RLC, MAC and PHY layers of the gNB or en-gNB, and its operation is partly controlled by gNB-CU. One gNB-DU supports one or multiple cells. One cell is supported by only one gNB-DU. The gNB-DU terminates the F1 interface connected with the gNB-CU.
gNB-CU-Control Plane (gNB-CU-CP): a logical node hosting the RRC and the control plane part of the PDCP protocol of the gNB-CU for an en-gNB or a gNB. The gNB-CU-CP terminates the E1 interface connected with the gNB-CU-UP and the F1-C interface connected with the gNB-DU.
gNB-CU-User Plane (gNB-CU-UP): a logical node hosting the user plane part of the PDCP protocol of the gNB-CU for an en-gNB, and the user plane part of the PDCP protocol and the SDAP protocol of the gNB-CU for a gNB. The gNB-CU-UP terminates the E1 interface connected with the gNB-CU-CP and the F1-U interface connected with the gNB-DU.
IAB-node: as defined in TS 38.300 [2].
IAB-donor: as defined in TS 38.300 [2]. 
IAB-donor-CU: the gNB-CU of an IAB-donor, terminating the F1 interface towards IAB-nodes and IAB-donor-DU.
IAB-donor-DU: the gNB-DU of an IAB-donor, hosting the IAB BAP sublayer (as defined in TS 38.340 [22]), providing wireless backhaul to IAB-nodes.
IAB-DU: as defined in TS 38.300 [2].
IAB-MT: as defined in TS 38.300 [2].
MBS Session Resource: The term is used on NG-RAN interfaces. It denotes NG-RAN interface and radio resources provided to support an MBS Session within a gNB and is associated to one or several shared NG-U tunnels established to provide transport means for 5GC shared MBS traffic delivery towards that gNB.
ng-eNB: as defined in TS 38.300 [2].
ng-eNB Central Unit (ng-eNB-CU): as defined in TS 37.470 [21].
ng-eNB Distributed Unit (ng-eNB-DU): as defined in TS 37.470 [21].
NG-RAN node: as defined in TS 38.300 [2].
PDU Session Resource: This term is used for specification of NG, Xn, and E1 interfaces. It denotes NG-RAN interface and radio resources provided to support a PDU Session.
Public Network Integrated NPN: as defined in TS 23.501 [3].
Stand-alone Non-Public Network: as defined in TS 23.501 [3].
[bookmark: _Toc64445087]3.2	Abbreviations


Annex C - Text Proposal for BL CR against TS 38.410
This is a text proposal against the latest BL CR in R3-211478, changes are highlighted in cyan.
[bookmark: _Toc29391675][bookmark: _Toc36552245][bookmark: _Toc29391615][bookmark: _Toc45882473][bookmark: _Toc29391555][bookmark: _Toc534727683]5	Functions of the NG interface
//skip unchanged part
5.xx	NR MBS Session Management function
The MBS Session Management function is responsible for establishing, modifying and releasing the involved NR MBS sessions NG-RAN resources for user data transport.
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//skip unchanged part
6.xx	NR MBS Session Management Procedures
The following list of MBS Session management procedures are used to establish, release, or modify NG-RAN resources for an MBS Session Resource:
-	MBS Session Resource Setup;
-	MBS Session Resource Release;
-	MBS Session Resource Modification;
-	MBS Session Resource Setup Required;
-	MBS Session Resource Indication;
-	MBS Session Resource Release Indication;
-	MBS Session Resource Release Required;






Annex D - LS to SA2
This is a proposed LS to SA2 on feedback for SA2 decisions as presented in the latest version of TS 23.247.
3GPP TSG-RAN WG3 Meeting #113-e	R3-21xxxx
Online, 16th - 27th August 2021

Title:	[DRAFT] LS on RAN3 comments on latest status of TS 23.247
Response to:	-
Release:	REL-17
Work Item:	NR_MBS

[bookmark: _Hlk527882009]Source:	Ericsson (will be RAN3)
To:	SA2
Cc:	RAN2, CT1, CT4, RAN1

Contact Person:	
Name:	Alexander Vesely
Tel. Number:	
E-mail Address:	alexander dot vesely at ericsson dot com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	

Attachments:	none


1. Overall Description:
Guidance – Include the document reference if this responds to an incoming LS.
RAN3 has discussed performance and scalability aspects of the current concept for Rel-17 NR MBS as presented in the latest available TS 23.247 and would like to provide the following comments:
1.	At multicast session activation, associated PDU Session resources may not be always allocated for CM-CONNECTED UEs if the UE is in CM-CONNECTED for other reasons than for joining that multicast session or receiving/producing individual user plane traffic via that associated PDU Session. Allocating associated PDU Session Resources for such UEs is not only time-consuming (especially for homogenous deployment cases) but a waste of resources and should be only performed if individual UL/DL user plane traffic has to be exchanged via that PDU Session. RAN3 requests SA2 to foresee means that NG-RAN is informed about the joining status of such UEs outside the associated PDU Session Resource context data, but within the UE Context.
2.	RAN3 has discussed §7.2.5.2 (and §7.2.1.3) and regards the approach which generates a significant delay between step 1 (MB-SMF triggers session activation) and step 12 (NGAP activation message) as not appropriate. RAN3 requests SA2 to send the activation trigger from MB-SMF directly to NG-RAN via AMF right after step 1. RAN3 also requests SA2 to abstain from any source of delay, one mentioned in the first issue above, the other in processing UE lists to reveal their CM state. RAN3 is concerned about the overall performance of the NR MBS system concept and cannot accept such approach. It should be obvious that one key performance aspect for multicast session control is not only to minimise signalling/processing effort at session activation but also to minimise the delay between the application-level activation trigger and the point in time when all joined UEs are ready to receive multicast traffic.
3.	RAN3 would like to inform SA2 that in general, it cannot be assumed that MBS Session Information is provided in the associated PDU Session Modification procedure, as RAN3 decided that in case of homogenous deployment this is not necessary.
4.	RAN3 has discussed have reviewed sections §7.2.1.3 and §7.2.5.2 and came up with the following resulting NGAP elementary procedures to cover those two basic scenarios:
a) NG-RAN triggered establishment of MBS Session Resources (following steps 7a and 7e in §7.2.1.3)
b) 5GC triggered establishment of MBS Session Resources (following step 12 and an covers an obvious reply)
c) NG-RAN triggered establishment of a shared N3 tunnel with unicast transport to support setup of multiple shared N3 tunnels per MBS sessions covering location dependent MBS Session.
Please note, that in RAN3’s understanding, the gNB may decide to remove parts or all MBS Session related information at Session Deactivation. Also other procedures may be needed in addition.
Please do also note, that b) and c) can be very well used for broadcast and multicast, whereas a) has only an application for multicast sessions.
5.	RAN3 would like to communicate the preference to solve the 4th Editor’s Note in §7.2.5.2 in a way that the MB-SMF does not need to hold information about NG-RAN topology/NG-RAN node IDs, but the AMF, to stay within 5GS architectural principles.
6.	RAN3 would like to understand whether any entity outside NG-RAN would be interested whether MBS Session Resources were able to be successfully established within the requested area served by a gNB and whether only partial success in doing so should be communicated accordingly.
7.	Finally, RAN3 protocol design principles do not foresee to exchange NG-RAN node capabilities on any RAN interface. For NR MBS, this principle can be retained on node level, i.e. no explicit gNB capability information is needed e.g. in the NG Setup procedure. For interworking with non-supporting NG-RAN nodes, the SMF hosting the associated PDU Session Resource context will learn the NG-RAN node’s support of NR MBS via explicit indication within the transparent SM container.

2. Actions:
To SA2 group.
ACTION: 	RAN3 ask SA2 to take the comments above into account and to change their specifications accordingly.

3. Date of Next TSG-RAN WG3 Meetings:
TSG-RAN WG3 Meeting#114-e	1st - 11th November 2021


Annex E - LS to RAN2
This is a proposed LS to SA2 on feedback for SA2 decisions as presented in the latest version of TS 23.247.
3GPP TSG-RAN WG3 Meeting #113-e	R3-21xxxx
Online, 16th - 27th August 2021

Title:	[DRAFT] LS on current status of discussions for NR MBS in RAN3
Response to:	-
Release:	REL-17
Work Item:	NR_MBS

Source:	Ericsson (will be RAN3)
To:	RAN2
Cc:	SA2, RAN1, CT1

Contact Person:	
Name:	Alexander Vesely
Tel. Number:	
E-mail Address:	alexander dot vesely at ericsson dot com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	

Attachments:	none


1. Overall Description:
RAN3 has discussed the current status for NR MBS and would like to provide the following comments to RAN2:
One of the obvious key performance aspects for multicast session control is not only to minimise signalling/processing effort at session activation but also to minimise the delay between the application-level activation trigger and the point in time when all joined UEs are ready to receive multicast traffic.
Having in mind the delay which is induced by changing the RRC state of IDLE and INACTIVE UEs to RRC_CONNECTED and subsequently to RRC-configure all UEs in RRC_CONNECTED with the respective MRB(s), we expect scalability issues in case a huge number of joined UEs are located within a certain cell/geographical area.
RAN3 is aware of the Rel-17 time-plan and restrictions to consider multicast traffic reception in RRC_IDLE and RRC_INACTIVE, but would like to ask RAN2 to consider necessary Rel-17 design decisions to allow UEs to receive multicast traffic in any RRC state w/o being first RRC configured in RRC_CONNECTED and by that spread out the signalling/processing peak over time, aiming at minimising the configuration delay at session activation.

2. Actions:
To RAN2 group.
ACTION: 	RAN3 asks RAN2 to take above comments into account and to communicate their view.

3. Date of Next TSG-RAN WG3 Meetings:
TSG-RAN WG3 Meeting#114-e	1st - 11th November 2021
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[NOTE, that shared N3 tunnel setup cannot be triggered by associated PDU Session Modification, as agreed by RAN3]

11 Session Activation (TMGI)

12. NGAP activation message (TMGI)

Session activation (TMGI) NGAP Session activation (TMGI)

Processing UE list(s) and 

determining overall paging area

Takes 

too long

NOTE: Steps 2-4, 8-10 superfluous 

for CM-CONNECTED UEs if only 

AMF would hold joining state(s).

... And then, still, all UEs that ended up being RRC-CONNECTED will 

have to be (individually) RRC configured
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MBS Session Resource Setup Request 

(MBS Session/QoS Flow parameters, LL SSM)

1. MBS Session Activation, can be common for multicast and broadcast, along TS 23.247 §7.2.5.2:

MBS Session Resource Setup Request Acknowledge

(in case of unicast transport: unicast tunnel DL address)
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MBS Session Resource Setup Request  (MBS Session/QoS Flow parameters, LL SSM)
1. MBS Session Activation, can be common for multicast and broadcast, along TS 23.247 §7.2.5.2:
MBS Session Resource Setup Request Acknowledge
(in case of unicast transport: unicast tunnel DL address)
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MBS Session Resource Setup Complete 

(MBS Session/QoS Flow parameters, LL SSM)

2. UE first to move into / join within a gNB during active session, along TS 23.247 §7.2.1.3:

MBS Session Resource Setup Required

(MBS Session ID; 

in case of unicast transport: unicast tunnel DL address)
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2. UE first to move into / join within a gNB during active session, along TS 23.247 §7.2.1.3:
MBS Session Resource Setup Required
(MBS Session ID;  in case of unicast transport: unicast tunnel DL address)
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3. MBS Session Start, location dependent MBS, 

separate N3 tunnel setup per MBS service area/Area Session ID, 

also covering N3 tunnel setup during intra-gNB mobility:

...

Intra-gNB mobility to yet non-

provisioned Area Session

MBS Session Resource Setup Request 

(MBS Session/QoS Flow parameters, LL SSM, Area Session Information)

MBS Session Resource Setup Request Acknowledge

(in case of unicast transport: unicast tunnel DL address for Area Session ID x)

MBS Session Resource Indication

(in case of unicast transport: 

indicating addition or removal of a unicast tunnel DL address for Area Session ID y)

MBS Session Resource Indication

(in case of unicast transport: addition of a unicast tunnel DL address for Area Session ID z)
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separate N3 tunnel setup per MBS service area/Area Session ID, also covering N3 tunnel setup during intra-gNB mobility:
...
Intra-gNB mobility to yet non-provisioned Area Session
MBS Session Resource Setup Request  (MBS Session/QoS Flow parameters, LL SSM, Area Session Information)
MBS Session Resource Setup Request Acknowledge
(in case of unicast transport: unicast tunnel DL address for Area Session ID x)
MBS Session Resource Indication
(in case of unicast transport:  indicating addition or removal of a unicast tunnel DL address for Area Session ID y)
MBS Session Resource Indication
(in case of unicast transport: addition of a unicast tunnel DL address for Area Session ID z)
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NGAP <relevant message>

     PDU Session Resource Setup (or Modify) Setup Request Transfer

          QoS Flow Setup (or Add or Modify) Request List

               QoS Flow Setup (or Add or Modify) Request Item

                    QoS Flow Identifier

                    QoS Flow Level QoS Parameters

                    new IE to associate QoS flow with MBS Session

for interworking with non-supporting NG-RAN node,

     if the MBS session is active 

          QoS flow info associated with MBS Session is included 

               to establish resources for individual delivery

     if the MBS session is deactive, 

          QoS flows associated with MBS Session are not included, 

               as setup of individual resources is not necessary/shall be avoided.

for supporting gNBs,

     in case of deactivated MBS Session

          QoS flow information associate with the MBS session is not included, 

               therefore, also the info that associates the QoS flow with an MBS session would not be included
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