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1. Introduction
During the RAN3#110-e meeting, a TP on high-level principles for AI-enabled NG-RAN was agreed, which includes a “merged” version of functional framework [1]:


Figure 4.2-1: Functional Framework for RAN Intelligence
However, there were some different opinions over a few topics, e.g. as the two FFSs shown in the figure.
In addition, one open issue is recorded in the Chairman’s note:
Open issues that may be further discussed:
- output from one model as input to another
- high-level principles for inference function
To be continued...
In this TDoc, we will show our understanding on the output of model inference function, and propose a TP accordingly.
2. Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79]In past RAN3 meetings views are split on how to show the functional framework of RAN AI. According to our observation, the split is mainly over how to show our common understanding of the feedback mechanism in the form of a figure, rather than over the feedback mechanism itself.
In our understanding, ML mechanism for RAN can be classified into two types:
· Type NDM (Non-Decision-Making): ML learning other than reinforcement learning. The output of the inference is something other than decision, and one typical output is prediction.
· Type DM (Decision-Making): Reinforcement learning. The output of the inference is decision.
Observation 1: ML mechanism for RAN can be classified into two types: Type DM: reinforcement learning, and Type NDM: others.
And the work flow of typical ML training/inference can be described as following:
Step 1a: [Conditional: Type NDM] For ML other than reinforcement learning, some data are collected by RAN or from RAN, which can be used for ML.
Step 2a: [Conditional: Type NDM] For ML other than reinforcement learning, the ML training module then start functioning, producing one ML model based on the collected data. Ordinarily it should be the ML training module to trigger data fetching, as what data to fetch are usually pre-configured together with the ML algorithm and generally static (thus no need of making decision on what to fetch).
Step 2b: [Conditional: Type DM] For reinforcement learning, there is usually no meaningful input data at the beginning, making the step 1a and 2a unavailable. We can manually input an ML model here for instead.
Step 3: The ML model are sent toward the ML inference module(s), maybe collocated with the ML training module itself, or maybe distributed deployed with (other) RAN nodes. For the latter case, it is normal that one ML model is sent to multiple ML inference modules.
Step 4: The ML inference module uses the ML model it received to generate the output. The output can be prediction result or decision itself, depending on which type the ML function belongs to.
Step 5: The ML inference module sends the output toward relative RAN node(s). It is possible that multiple RAN nodes each receive one copy of the output. Generally speaking, this RAN node should be the one which can make decision based on the output. It is tagged as an “actor” e.g. in the figure shown above, but maybe to call it “decision maker” could be a better option.
Step 6: For the case that the output of ML inference module is prediction (i.e. Type A), the RAN node receiving the output of ML inference module will take it into consideration, and it will finally affect the decision(s) of the RAN node. For the case that the output of ML inference module is the decision itself (i.e. Type B), the RAN node will directly take it into action.
Step 7: The decision may affects multiple participators of 5G network, and finally affect the data collected by the data collected. For ML other than reinforcement learning, the closed loop forms at this step.
Step 8: [Conditional: Type DM] For reinforcement learning, there may be an “evaluation” step, which provides the evaluation as the input of the ML training module. Nevertheless the input can be some type of raw data which are collected. Regardless of what the input is, it should be provided toward the ML training module, forming the closed loop.
Step 9: At some time the ML training module stops function, considering the model it provides is already good enough.
Step 10: But later at another time the performance of that model may deteriorate due to various reasons. The ML training module may have to restart, either to further tune the existing model, or to retrain another model from scratch. Obviously, there should be a method to figure out such deterioration. For reinforcement learning (i.e. Type B), such deterioration can be found by summarising the evaluation. For the other case (i.e. Type A), information from the ML inference module is necessary, e.g. the prediction it provided, or a summary of it (Although the ML training module can also provide the same prediction, it has already stopped so we cannot rely on it).
From the steps listed above, following proposals can be raised on the basis of the current figure of functional framework in the current TR:
1. There are some differences between the two types. Although it seems not necessary to split the figure above into two, mentioning their difference in the text below it may be beneficial.
Proposal 1: We propose RAN3 to mention the functional difference between reinforcement learning and other ML methods in the text below the framework figure.
2. For the case of reinforcement learning, there is no need for the ML inference module to provide any feedback toward the ML training module. For the case of other ML methods, the ML inference module may provide some information so that the ML training module can restart when the performance of the current ML model has deteriorated.
Proposal 2: We propose RAN3 to make the “Model performance feedback” arrow a dash line.
3. There should be a “trigger” function within the model training module which triggers training and retraining of models. For the case of reinforcement learning, the trigger function only takes the data collected by OAM or RAN nodes as its input, while for the case of other learning methods, the input should also include necessary information generated from the ML inference module (e.g. in order to evaluate the accuracy of prediction), typically identical to the output of the model inference function. For the latter case, there are two possible ways to provide such information: firstly toward the data source and then forwarded toward the model training module, or directly toward the model training module. The first approach may be more suitable as what to trigger retraining should be based on long-term statics, which is more suitable to be collected and stored by the data source. And two more benefit for it is observed:
· This will also be aligned with the text below the figure as in the current version of TP:
	· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, performance feedback, AI/ML model output.
· Training Data: information needed for the AI/ML model training function.
· Inference Data: information needed as an input for the Model inference function to provide a corresponding output.



· The function “output from one model as input to another” can reuse such information delivery.
Observation 2: What to trigger retraining should be based on long-term statics, which is more suitable to be collected and stored by the data source.
Observation 3: For the case other than reinforcement learning, sending the output of model inference function toward the data function module has three benefits: aligned with the text description of the data collection function, can be used for model performance evaluation, and can be used as input for another model.
Proposal 3: We propose RAN3 to change the end of “Model performance feedback” arrow toward the data source, and rename it to “Output”.
Proposal 4: We propose RAN3 to add an “triggering data” arrow along with the “training data” arrow, which includes the data than can be used to evaluate the model performance.
3. Conclusion
Observation 1: ML mechanism for RAN can be classified into two types: Type DM: reinforcement learning, and Type NDM: others.
Proposal 1: We propose RAN3 to mention the functional difference between reinforcement learning and other ML methods in the text below the framework figure.
Proposal 2: If RAN3 agrees that the figure of functional framework should not be split for reinforcement learning and other ML methods, we propose to make the “Model performance feedback” arrow a dash line.
Observation 2: What to trigger retraining should be based on long-term statics, which is more suitable to be collected and stored by the data source.
Observation 3: For the case other than reinforcement learning, sending the output of model inference function toward the data function module has three benefits: aligned with the text description of the data collection function, can be used for model performance evaluation, and can be used as input for another model.
Proposal 3: We propose RAN3 to change the end of “Model performance feedback” arrow toward the data source, and rename it to “Output”.
Proposal 4: We propose RAN3 to add an “triggering data” arrow along with the “training data” arrow, which includes the data than can be used to evaluate the model performance.
Based on the proposals above, we also draft a TP according to our preferred options.
4. TP for TR 37.817 (on the basis of R3-212990)
//////////////////////////////////////////////////////////////////////skip unrelated text//////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814333]4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined




Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data may include measurements from Ues or different network entities, performance feedback, AI/ML model output.
· Triggering Data: information needed for model performance evaluation, e.g. the prediction result provided by the Model inference function, and/or the KPIs of the network.
· Training Data: information needed for the AI/ML model training function.
· Inference Data: information needed as an input for the Model inference function to provide a corresponding output.
· Model Training is a function that performs the training of the ML model. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions, either according to (e.g. for reinforcement learning) or based on (e.g. for AI-based prediction) the output received from the Model inference function. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.


[bookmark: _GoBack]//////////////////////////////////////////////////////////////////////end//////////////////////////////////////////////////////////////////////
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