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Introduction
Last RAN3 meeting agreed following for topology redundancy:
The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)

This contribution analyses the technical detail on inter-Donor routing. 
Discussion
In below analysis, the F1-termination Donor/CU is named as Donor1/CU1. The non-F1-termination Donor/CU is named as Donor2/CU2. IAB3 is the boundary node. IAB4 is a child IAB node of IAB3.
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Figure 1 Example for Inter-Donor Topology Redundancy
The traffic to be offloaded via Donor2’s topology includes
· the DL traffic destinated to the boundary node (IAB3), and the DL traffic destinated to the descendant node (IAB4).
· the UL traffic originated from the boundary node (IAB3), and the UL traffic originated from the descendant node (IAB4).

2.1. How to assign IP address anchored in Donor2-DU to the boundary IAB and the descendant IAB
To enable the DL traffic to be routed via Donor2’s topology, the boundary node and descendant IAB node need to be assigned with IP address(es) anchored in Donor2-DU. For the boundary node, the new IP address(es) may be assigned during the SN addition procedure. But the descendant IAB-MT is not dual-connected with CU2, CU2 does not have the context for the descendant IAB-MT. So it is not possible to assign the new IP address to the descendant IAB via existing DC procedure. In addition, the descendant IAB may only need to know there are additional route for UL/DL traffic, but it does not need to know the existence of Donor2/CU2. It may require a new Xn procedure to request the IP address(es) from CU2, in order for CU1 to assign the IP address to the IAB4 via RRC. Accordingly, IAB4 can use new IP address for the F1-C/U traffic to be routed via Donor2.

An example call flow for Scenario 1 (e.g. IAB3 is dual-connected with Donor1-DU and Donor2-DU) is shown as below:


Figure 2 Example call flow for Scenario 1
In Scenario 2 (e.g. IAB3 is dual-connected with Donor1-DU and Donor2-DU, IAB4 is single-connected with IAB3), the other node (i.e. Donor2-CU) does not have the UE context for the descendant IAB of the boundary node. A new XnAP procedure is initiated to request the IP address for IAB4.
An example call flow for Scenario 2 is shown as below:


Figure 3 Example call flow for Scenario 2
The main differences to Scenario 1 are:
· Step 3/4: it is not XnAP SN Addition Preparation procedure, since IAB4 is not dual connected. It needs to use a new XnAP procedure to request/assign IP address for IAB4. 
The new XnAP procedure required by Scenario 2 can also be used in Scenario 1. For example, in Scenario 1, the SN is first added, then the MN initiate the new XnAP procedure to request the inter-Donor routing, e.g. routing the F1 the traffic over the path of the SCG link. 
The request message from Donor1 to Donor2 may include an identity to identify the related Donor-DU in Donor2 (which can be the ID of the boundary node, or an ID of Donor2-DU), and the number of requested IP address. The reply message from Donor2 to Donor1 may include the list of assigned IP address.
From Donor2’s perspective, it may consider all assigned IP address are assigned to the boundary IAB. 
Proposal 1: new XnAP procedure may be needed to request/assign the IP address(es) to the descendant IAB.
[bookmark: _Ref61525170]2.2. Routing ID mapping in boundary IAB
For the traffic offloaded via Donor2’s topology, it uses the Routing ID assigned by Donor1 in Donor1’s topology, and the Routing ID assigned by Donor2 in Donor2’s topology. The boundary IAB updates the BAP header by performing the mapping between the Routing ID related to Donor1’s topology and the Routing ID related to Donor2’s topology.
· For DL traffic, map the DL Routing ID related to Donor2’s topology to the DL Routing ID related to Donor1’s topology.
· For UL traffic, map the UL Routing ID related to Donor1’s topology to the UL Routing ID related to Donor2’s topology.
In case only the boundary IAB is assigned with the 2 BAP address from Donor1 and from Donor2, the DL Routing ID in Donor2’s topology uses the boundary IAB’s BAP address, irrespective of the descendant IAB. This allows up to 1024 DL routing ID for the DL traffic to the boundary IAB. After the mapping in the boundary IAB, the output is also up to 1024 DL Routing ID related to Donor1’s topology. This may cause issue, since all the descendant IABs share the 1024 routing ID. In non inter-Donor TR case, each IAB can have 1024 DL Routing IDs. It may be better to still follow the 1024 Routing ID per IAB. The DL Routing ID used in the Donor2’s topology may need to be more than 1024 Routing ID values, which allows the boundary IAB to map it to more than 1024 Routing IDs to potentially many descendant IABs in Donor1’s topology. This can be solved if the DL packets routed via Donor2’s topology may use different BAP address in the DL Routing ID. For example, one BAP address is used in the DL Routing ID for DL packets to child IAB2, another BAP address is used in the DL Routing ID for DL packets to child IAB3. The descendant IAB may not need to know those BAP address allocated by Donor2, since the boundary node will perform BAP header rewriting. Only the boundary node need to know those BAP addresses allocated by Donor2.Donor2 may also not need to know the descendant IAB. Donor2 may consider all BAP addresses (e.g. one BAP address per descendant IAB) are assigned to the boundary IAB, and these BAP addresses are only known in the boundary node. After the boundary IAB performs BAP header rewriting, the Routing ID assigned by Donor2 will be replaced by a Routing ID assigned by Donor1.
Proposal 2: the boundary IAB may be assigned with multiple BAP address(es) by Donor2. 

2.3. Information exchanged between the F1-Termination CU and non-F1-Termination CU
The BH RLC channel need to be established in Donor2’s topology to support the offloaded traffic. A new XnAP procedure is needed to request the traffic offload (which may trigger the non-F1-termination Donor to setup/modify/release the related BH RLC Channel towards the boundary node) and performs the related mapping/routing configuration. This XnAP procedure can also be used to provide the necessary information for Donor1-CU-UP to send the DL traffic to be routed via Donor2’s topology, and to configure the boundary/descendant IAB for UL routing.
The F1-termination CU send a request with following information to non-F1-termination CU:
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for UL traffic, and the QoS information for DL traffic 
· The QoS is per F1-U tunnel for DL. 
· The QoS is per BH RLC CH for UL.
· For DL, the IP address of the boundary IAB node or the descendant IAB node.
· For UL, the BH RLC channel ID
· The ID of the boundary IAB
The non-F1-termination CU reply with following information
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH for DL and Egress BH RLC CH for UL, which is related to the boundary IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
It may be possible to introduce one new XnAP procedure for both IP address assignment and for BH RLC channel management, etc.
Proposal 3: introduce a new XnAP procedure to request the traffic offload. The information exchanged between the 2 Donors include:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for UL traffic, and the QoS information for DL traffic 
· For DL, the IP address of the boundary IAB node or the descendant IAB node
· For UL, the BH RLC channel ID
· The reply from the non-F1-termination CU may include:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH for DL and Egress BH RLC CH for UL, which is related to the boundary IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
Conclusion
In this contribution, we have analysed CU/UP separation and inter-CU topology redundancy. Our proposal is: 
Proposal 1: new XnAP procedure may be needed to request/assign the IP address(es) to the descendant IAB.
Proposal 2: the boundary IAB may be assigned with multiple BAP address(es) by Donor2. 
Proposal 3: introduce a new XnAP procedure to request the traffic offload. The information exchanged between the 2 Donors include:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for UL traffic, and the QoS information for DL traffic 
· For DL, the IP address of the boundary IAB node or the descendant IAB node
· For UL, the BH RLC channel ID
· The reply from the non-F1-termination CU may include:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH for DL and Egress BH RLC CH for UL, which is related to the boundary IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
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