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1 Introduction
In RAN3 #112e, the topology redundancy for IAB including support for CP/UP separation and for improved robustness and load balancing have been discussed [1]. The agreements include:

For OAM-based donor selection, the IAB-node indicates the F1-terminating donor node by signaling its IP address(es) to this donor node using the Rel-16 RRC-based signaling mechanism.

For donor-based IP-address allocation, the MN determines the F1-terminating node.

The F1-terminating node determines if CP-UP separation or redundancy is used.

The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16)

WA: boundary and descendant nodes may have a different F1-termination node.

Inter-topology BAP routing option 4 is supported. 

For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.

The boundary-node’s two BAP addresses can have the same or different values.

The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)

In this contribution, we would like to propose detailed solution on BAP routing, bearer mapping, and procedures for inter-donor topology redundancy for IAB networks. 

2 Discussion 
2.1 BAP header rewriting based on BAP routing ID
The purpose is how to achieve the BAP routing across two different topologies controlled by two donor CUs without routing ID or BAP address collision. The expectation is that inter-donor BAP routing should solve the BAP address allocation problem without limiting the BAP address space controlled by each CU.
Figure 1 illustrates the uplink routing via BAP header re-writing at boundary node, which can be considered as BAP routes concatenation. In Figure 1, the yellow IAB nodes are all terminated to donor-CU1 and the green IAB nodes are terminated to donor-CU2. Assuming the uplink path is from IAB node4 to donor-DU2 and then to donor-CU1 via IP network, the whole procedure for supporting BAP routing is described as follows:
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Figure 1. Uplink routing for inter-donor topology redundancy
Donor-CU2 needs to notify CU1 on the BAP address of donor-DU2 and the path ID for the path from the boundary node to donor-DU2. No need to avoid BAP address or path ID collision in two topologies. Donor-CU1 generates a virtual BAP address for donor-DU2 in its own space. For both UL and DL, this virtual BAP address is a pseudo BAP address or an alias of the real destination used in the routing ID. It is only used in the first topology before BAP header rewriting and is oblivious to the real destination.

BAP routing entries configured at IAB node3’s descendant nodes (configured by donor-CU1) include Routing ID with donor-DU2’s virtual BAP address and path ID in donor-CU1’s domain. Donor-CU1 uses this BAP routing ID when setting up F1-C traffic and F1-U tunnels at IAB node4 when redundant path is chosen.
Donor-CU1 also needs to configure a BAP routing ID mapping table at the boundary IAB node (IAB node3). This configuration maps (donor-DU2’s virtual BAP address + path ID in CU1’s space) to (donor-DU2’s real BAP address + path ID in CU2’s space). Each time IAB node3 receives an uplink BAP packet, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.
Proposal 1: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Proposal 2: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;
· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Observation 1: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the non-F1-terminating donor’s DU and the path ID in the non-F1-terminationg donor’s domain.
The similar principle can be used for downlink path redundancy. Figure 2 shows an example on the downlink BAP routing for inter-donor topology redundancy. If traffic offload to non-F1-terminating donor is decided for IAB node4, CU1 sends CU2 with the BAP address of IAB node4 and IP header information. CU2 sends CU1 with the virtual BAP address it generated for IAB node4.
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Figure 2. Downlink routing for inter-donor topology redundancy
BAP routing entries in CU2’s topology include Routing IDs with IAB4’s virtual BAP address and path ID in CU2’s space. BAP routing entries at IAB node3’s descendant nodes (configured by CU1) include Routing ID with IAB node4’s real BAP address and path ID is in CU1’s space.  

Donor-CU2 configures donor-DU2 on the IP-to-layer-2 traffic mapping info for the IP traffic towards IAB node4 for proper BAP routing ID selection at IAB-donor-DU2. 

Donor-CU1 needs to configure the BAP routing ID mapping table at the boundary IAB node (IAB node3). This configuration maps (IAB node4’s virtual BAP address + path ID in CU2’s space) to (IAB node4’s real BAP address + path ID in CU1’s space). Each time IAB node3 receives a downlink BAP packet from the parent link towards the non-F1-terminating donor, it will check the routing ID mapping table and do the BAP header re-writing if a matched entry is found in the table, and then select the corresponding egress link.
Proposal 3: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;
· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Observation 2: The boundary IAB node is configured with a routing ID mapping table for BAP header rewriting. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header into the real BAP address of the access IAB node and the path ID in the F1-terminationg donor’s domain.

Combining observation 1 and 2, we have a common proposal for both uplink and downlink:
Proposal 4: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.

2.2 Bearer mapping

Current bearer and BH RLC channel mapping are configured independently by each donor-CU. If inter-donor path redundancy is supported there may be issues if there is no cooperation between donors. Figure 3 depicts a simple example about uplink BH RLC channel mapping at the boundary IAB node (IAB node3). If multiple bearers are mapped to separate egress BH RLC CHs at boundary node by the non-F1-terminating donor (the direction of the SCG parent link in the figure), and they are mapped to one ingress BH RLC CH at boundary node by the F1-terminationg donor (the MCG parent link direction in the figure), it is impossible for the boundary node to do BH RLC channel mapping. 
[image: image3.png]MCG parent link SCG parent link
*®

N X
u/é /@:VBH RLC CH

IAB-MT3
-—
|AB'+DU§ Cannot do mapping
i
IAB-MT4
IAB-DU4





Figure 3. Issues with uplink bearer mapping at boundary IAB node
The issue is different for downlink. If multiple bearers are mapped to one ingress BH RLC CH at boundary node, they have to be mapped to one egress BH RLC CH, as illustrated in Figure 4. It is inefficient for QoS differentiation in later hops in topology in yellow. 
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Figure 4. Issues with downlink bearer mapping at boundary IAB node
To address these issues, some sort of collaboration between the two donors on the BH RLC channel mapping method is needed. RAN3 and RAN2 should work on cooperative solution to support BH RLC channel mapping at boundary node. One possible enhancement for solving the uplink BH RLC channel mapping issue at the boundary node is that the F1-terminating donor may indicated an egress BH RLC CH ID at the boundary node when sending request for traffic offload to the non-F1-terminating donor. In this manner, the F1-terminating donor can force several bearers to be mapped to the same BH RLC channel at the boundary IAB node. For downlink BH RLC channel mapping issue mentioned above, it is possible for F1-termniating donor to send an indication to let the non-F1-terminating donor do 1-to-1 mapping for the DRBs in the redundant path.
Proposal 5: The F1-terminating donor may indicate a BH RLC CH ID on parent link at the boundary node to the non-F1-terminating donor.
Proposal 6: The F1-terminating donor may indicate whether a 1-to-1 mapping is required to the non-F1-terminating donor.

2.3 Procedures

The inter-CU topology redundancy procedure enables the establishment and release of redundant paths in the IAB topology underneath different IAB-donors.
There are two cases for the establishment of inter-CU redundant path. 

Case 1: establish redundant path when access node or access node’s ancestor node is already in DC.
Case 2: establish redundant path when adding SN.

For case 1, when the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors, F1-terminating point of the boundary node can be MN or SN. That is, first path IAB-donor-CU (CU1 in Figure 1 and Figure 2) is the F1-terminating CU which can be MN or SN.
In case 2, the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor). First path IAB-donor-CU is the F1-terminating CU which is MN.
A new Xn procedure needs to be designed for negotiation between two donors on the topology redundant path establishment for traffic offloading. For example, we may add a new XnAP procedure for dual connectivity called Traffic Offload procedure. It can be used for offloading F1-U traffic and non-UP traffic. Based on the final inter-CU routing decision, the traffic offload request message may include F1-U tunnel identifier, QoS information and so on. The traffic offload request acknowledge message may include BH RLC CH ID on the boundary node’s link towards the second parent, BAP address of second parent, and BAP routing ID of the second topology etc.
Figure 5 shows the procedure for the establishment of the second path using Traffic Offload procedure for case 1.
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Figure 5. Procedure for establishment of inter-CU redundant path for case 1
Figure 6 shows the procedure for the establishment of the second path using S-NG-RAN node Addition Preparation procedure for case 2. The contents of traffic offload request and acknowledge message are included in S-Node Addition Request (Acknowledge) message.
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Figure 6. Procedure for establishment of inter-CU redundant path for case 2

Proposal 7: When establishing redundant path when access node or its ancestor node is already in DC, a new Xn procedure is proposed for traffic offload request and acknowledge.

Proposal 8: When establishing redundant path while adding SN, the traffic offload request and acknowledge information can be included in the S-NG-RAN node Addition Preparation procedure.
3 Conclusion

In this contribution we discuss BAP routing, bearer mapping issues and procedures for inter-donor topology redundancy. We make the following proposals:
Proposal 1: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Proposal 2: To support uplink inter-donor topology redundancy, 
· the non-F1-terminating donor sends its donor-DU’s BAP address and the path ID for the path from the boundary node to this donor-DU to the F1-terminating donor;

· the F1-terminating donor generates a virtual BAP address for the non-F1-terminating donor’s DU and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 3: To support downlink inter-donor topology redundancy, 
· the F1-terminating donor sends the access IAB’s BAP address and IP header information to the non-F1-terminating donor;

· the non-F1-terminating donor generates a virtual BAP address for the access IAB node and uses this virtual BAP address in configuring routing entries in its topology.

Proposal 4: The boundary IAB node is configured with a routing ID mapping table. When a matched entry is found, the boundary node will rewrite the BAP routing ID in BAP header based on the matched entry.

Proposal 5: The F1-terminating donor may indicate a BH RLC CH ID on parent link at the boundary node to the non-F1-terminating donor.

Proposal 6: The F1-terminating donor may indicate whether a 1-to-1 mapping is required to the non-F1-terminating donor.

Proposal 7: When establishing redundant path when access node or its ancestor node is already in DC, a new Xn procedure is proposed for traffic offload request and acknowledge.

Proposal 8: When establishing redundant path while adding SN, the traffic offload request and acknowledge information can be included in the S-NG-RAN node Addition Preparation procedure.
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