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Introduction
During RAN3 #112e meeting, the following open issues were captured for energy saving use case:
	Energy saving:
Load prediction/trajectory prediction can be used for energy saving decision and is involved in the energy saving use case to discuss the corresponding standard impact.
The detailed standard impacts for energy saving should continue to discuss at next meeting.
 To be continued...


In this contribution, we mainly focus on the solutions and standard impact of AI-based energy saving. 
Discussion
Four issues are identified to optimize network energy saving with AI/ML: 1) only current traffic load for energy-saving decision; 2) balance between system performance and network energy saving; 3) Difficult to set a reasonable threshold for cell switch on/off based on cell load; 4) deterioration of overall energy efficiency while improving local energy efficiency. 
In SON/MDT, the energy saving decision is made depending on traffic load situation at the source cell. If traffic is near to zero, the source cell can handover the active UEs to another cell and go to sleep or shut down. To solve above issues listed in the first paragraph, the network can use predicted load information and energy efficiency to optimize network energy and system performance.
As discussed in the companion contribution [2], similar as load balancing use case, in TR 28.809 [1] Section 6.6, SA5 also defined Management Data Analytics (MDA) function to provide better energy-saving policies based on the prediction information of traffic load, service experience, energy consumption, etc. 
The generated analytics report for MDA assisted energy saving include following information:
· Root cause
· Trends of the traffic load
· Current energy saving state of the cells
· Energy saving recommendations, including 
· recommended NR cell to enter energy saving state
· candidate cells with precedence for taking over the traffic
· a time period, during which energy saving is or not allowed
· traffic load prediction
Observation 1: [bookmark: _Ref79013978]gNB as the MDAS consumer can request analytics report from MDA for network energy saving, which includes recommended NR cell to enter energy saving state, candidate cell for handover, etc. 
In this section, we propose three solutions of AI-based network energy saving at RAN and further analyze the standard impact of each solution.
Solution 1 – OAM guided AI-based Network Energy Saving
In this solution, both Model Training and Model Inference locate at OAM MDA, and gNB acts as an Actor performing the decisions generated from AI/ML. The source gNB can receive the recommended energy saving state and the target cell to handle the traffic based on the analytics report from OAM. 
The gNB only needs to handover all the traffic to the target cell, then switch to the energy saving state which is suggested by OAM MDA. Figure 1 shows an example message flow of Solution 1. 


Figure 1. OAM guided AI-based Network Energy Saving
The collected data from source gNB and neighbor gNB for training and inference include:
· [bookmark: _Hlk79015198]PDCP Data Volume of NR cells: The transmitted PDCP data volume, see clauses 5.1.2.1 and 5.1.3.6 of TS 28.552 [3]
· PRB utilization rate, see clause 5.1.1.2 of TS 28.552 [3]
· RRC connection number, see clause 5.1.1.4 of TS 28.552 [3] etc
· UE throughput, see clause 5.1.1.3 of TS 28.552 [3]
· Mobility management data (e.g. rate of successful handover executions), see clause 5.1.1.6 of TS 28.552 [3]
· Packet delay data (e.g., air-interface delay), see clause 5.1.1.1 of TS 28.552 [3] etc.
The output of ML model is defined in TS 28.809 [1], and Actor (e.g. gNB) will select the most suitable target cell for handover and switch to the recommended energy state.
Observation 2: [bookmark: _Ref79013983]Existing messages can be reused to provide data collection to OAM MDA. 
Solution 2 – OAM/RAN Joint AI-based Network Energy Saving
Since MDA is responsible for raw data analysing and processing, an AI/ML model for energy saving decision is generated in MDA. In this section, we consider an OAM/RAN joint AI-based energy saving solution, where OAM MDA is responsible for Data Collection and Model Training, while gNB is responsible for Model Inference and Actor. An example message flow of Solution 2 is shown as below.


Figure 2. OAM/RAN Joint AI-based Network Energy Saving
Data collection for model training is the same as Solution 1. Following information are considered as input to Model Inference:
· Prediction timestamp: when the predicted result will happen   
· Cell ID
· Current traffic load (of certain UE or of certain cell)
· Current resource status
· Current cell capacity
· Current energy consumption
· List of predicted traffic load of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted resource status of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted energy consumption of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
It is important for the source gNB to know the predicted load/resource status/energy consumption information. This can help to avoid a poor overall system performance or increased power consumption after switching down the source gNB and transferring the traffic to a new target gNB. Here, the accuracy level represents accuracy of AI/ML model in neighbour cell. Prediction timestamp refers to when the prediction result will start, and validity time window refers to how long the prediction result will last. 
The output of Model Inference is:
· Prediction timestamp
· Validity time window
· (A list of) Predicted target cell(s) for handling the traffic
· Predicted energy consumption
· Network energy state
· Decision of switch on/off the cell
Proposal 1: [bookmark: _Ref79013991]Predicted traffic load, predicted resource status and predicted energy consumption should be transmitted over Xn interface between NG-RANs to support AI-based network energy saving Model Inference, including the corresponding prediction timestamp, accuracy level and validity time window. 
Additionally, to avoid overloading one cell after handover traffics from the shut-down cell, Model Inference can also provide a list of target cells, with each one holding different UEs from the source cell. This approach can help to distribute the traffic load among cells and minimize the impact to the overall system performance.
Proposal 2: [bookmark: _Ref79015011] Before shutting down, the source cell should be allowed to distribute its traffic to a number of predicted target cells (output of Model Inference) to avoid overload in one cell. 
Same as OAM/RAN Joint AI-based Load balancing solution discussed in [2], it is not clear whether an AI/ML model can be deployed in RAN and used for inference or not. We suggest sending a LS to SA5 and check SA5’s view whether Solution 2 can be supported or not.
Proposal 3: [bookmark: _Ref79013997][bookmark: _Hlk78925929]RAN3 to send a LS to SA5 and check whether OAM can deploy/update trained ML model to gNB.
Solution 3 – OAM Independent AI-based Network Energy Saving
In this section, we further propose an OAM-independent solution, where all AI/ML functionalities locate at gNB, including Data Collection, Model Training and Model Inference. An example message flow of Solution 3 is shown as below:


Figure 3. OAM Independent AI-based Network Energy Saving
Similar as Solution 2, the predicted traffic, resource status, energy consumption, and other predicted information may need to be exchanged between gNBs. Additionally, as RAN is fully responsible for Model training and inference, the performance feedback from the handover UE and target cell should also be provided back to the source gNB for model update. This performance feedback may include the traffic status and resource status of target gNB, etc. The target gNB should also forward UE’s performance feedback, e.g. throughput of handover UE, to the source gNB.
Proposal 4: [bookmark: _Ref79014002]The target gNB should provide performance feedback of the handovered UE to the source gNB over Xn interface. 
A text proposal for the above solutions and standard impact is provided in Annex A.
Proposal 5: [bookmark: _Ref71193068]Agree the corresponding text proposal to TR 37.817 in Annex A.
Conclusion
In this contribution, we proposed three solutions for AI-based network energy saving and analyze the required input/output for Model Training, Model Inference and potential standard impacts.
We propose the following observations and proposals:
Observation 1: gNB as the MDAS consumer can request analytics report from MDA for network energy saving, which includes recommended NR cell to enter energy saving state, candidate cell for handover, etc.
Observation 2: Existing messages can be reused to provide data collection to OAM MDA.
Proposal 1: Predicted traffic load, predicted resource status and predicted energy consumption should be transmitted over Xn interface between NG-RANs to support AI-based network energy saving Model Inference, including the corresponding prediction timestamp, accuracy level and validity time window.
Proposal 2: Before shutting down, the source cell should be allowed to distribute its traffic to a number of predicted target cells (output of Model Inference) to avoid overload in one cell.
Proposal 3: RAN3 to send a LS to SA5 and check whether OAM can deploy/update trained ML model to gNB.
Proposal 4: The target gNB should provide performance feedback of the handovered UE to the source gNB over Xn interface.
Proposal 5: Agree the corresponding text proposal to TR 37.817 in Annex A.
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Annex A – Text Proposal to TR 37.817 
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814335]5.1	Network Energy Saving
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Hlk46760209]5.1.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814337]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
In SON/MDT, the energy saving decision is made depending on traffic load situation at the source cell. If traffic is near to zero, the source cell can handover the active UEs to another cell and go to sleep or shut down. To solve issues listed in subclause 5.1.1, the network can use predicted load information and energy efficiency to optimize network energy and system performance.
Following three solutions are used for AI-based load balancing:
· OAM guided AI-based Network Energy Saving
· OAM/RAN Joint AI-based Network Energy Saving
· OAM independent AI-based Network Energy Saving
5.1.2.1 OAM Guided AI-based Network Energy Saving


Figure 5.1.2.1-1. OAM guided AI-based Network Energy Saving
Step 1: NG-RAN node 1 and 2 report collected measurement data to OAM. The reported data is used for network energy saving Model Training.
Step 2: OAM train the network energy saving ML model based on collected data, and generate predicted possible target cells, predicted traffic load, predicted energy consumption, and predicted energy state etc.
Step 3: NG-RAN node 1 requests analytics data from OAM MDA.
Step 4: OAM sends the requested information, including analytics data via MDAS.
Step 5: Based on the policy guided from OAM, NG-RAN node 1 handover the traffic to the target cell and switch to the recommended energy state. Both energy state and target cell are received from analytics report.
Step 6: NG-RAN node 1 configures handover command to its connected UE(s). UE performs handover and connects to the target gNB.
Step 7: UE reports MDT reports (e.g. packet loss rate, packet delay, etc) to the target gNB. NG-RAN node 1 and 2 should also report its cell capacity and QoS related information to OAM for Model update.
The input data from source gNB and neighbor gNB for training and inference include:
· PDCP Data Volume of NR cells: The transmitted PDCP data volume, see clause 5.1.2.1 and 5.1.3.6 of TS 28.552 [X]
· PRB utilization rate, see clause 5.1.1.2 of TS 28.552 [X]
· RRC connection number, see clause 5.1.1.4 of TS 28.552 [X] etc
· UE throughput, see clause 5.1.1.3 of TS 28.552 [X]
· Mobility management data (e.g. rate of successful handover executions), see clause 5.1.1.6 of TS 28.552 [X]
· Packet delay data (e.g., air-interface delay), see clause 5.1.1.1 of TS 28.552 [X] etc.
The output of ML model is defined in TR 28.809 [Y].
Standard impact: No standard impact to RAN.
5.1.2.2 OAM/RAN Joint AI-based Network Energy Saving


Figure 5.1.2.2-1. OAM/RAN Joint AI-based Network Energy Saving
Step 1: NG-RAN node 1 and 2 report collected measurement data to OAM. The reported data is used for load balancing Model Training.
Step 2: OAM train the network energy saving ML model based on collected data.
Step 3: NG-RAN node 1 requests the network energy saving ML model deployment.
Step 4: OAM sends the trained network energy saving ML model to NG-RAN node 1, including the corresponding accuracy level.
Step 5: According to the required input data, NG-RAN node 1 and 2 performs AI-based network energy saving. 
Step 6: NG-RAN node 1 and 2 exchanges the output of Model inference, for example, predicted traffic load, predicted resource status, predicted energy consumption, etc.
Step 7: NG-RAN node 1 selects the most appropriate target cell for each UE before it goes to the predicted energy state. 
Step 8: NG-RAN node 1 configures handover command to the UE which will be handover to NG-RAN node 2. UE performs handover and connects to the target gNB.
Step 9: UE reports MDT reports (e.g. packet loss rate, packet delay, etc) to the target gNB. NG-RAN node 1 and 2 should also report its cell capacity and QoS related information to OAM for Model update.
Step 10: OAM provides updated load balancing ML model to NG-RAN, which is fine-tuned/re-trained based on the performance feedback.
Input data of Model Inference includes:
· Prediction timestamp: when the predicted result will happen   
· Cell ID
· Current traffic load (of certain UE or of certain cell)
· Current resource status
· Current cell capacity
· Current energy consumption
· List of predicted traffic load of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted resource status of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted energy consumption of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
Outputs of Model Inference include:
· Prediction timestamp
· Validity time window
· (A list of) Predicted target cell(s) for handling the traffic
· Predicted energy consumption
· Network energy state
· Decision of switch on/off the cell
Standards impact: 
· Uu interface impact:
· UE-level MDT report measurement should be collected and transferred to OAM
· Xn interface impact:
· Output of Model Inference is exchanged between NG-RANs, e.g. predicted traffic load, predicted resource status, predicted energy consumption, etc
· MDAS interface impact:
· MDA need to support model deployment and model update towards gNB.
5.1.2.3 OAM Independent AI-based Network Energy Saving


Figure 5.1.2.3-1. OAM Independent AI-based Network Energy Saving
Step 1: NG-RAN node 1 and 2 collects measurement data from UEs. It also collects resource status and traffic related information from network nodes within itself.
Step 2: NG-RAN train the network energy saving ML model based on collected data.
Step 3: NG-RAN node 1 and 2 exchanges the output of Model inference, for example, predicted traffic load, predcited resource status, predicted energy consumption etc.
Step 4: NG-RAN node 1 selects the most appropriate target cell for handover and switch to the suitable energy stte, based on predicted information from its own model and from neighbor cell.
Step 5: NG-RAN node 1 NG-RAN node 1 selects the most appropriate target cell for each UE before it goes to the predicted energy state. UE performs handover and connects to the target gNB.
Step 6: UE reports MDT reports (e.g. packet loss rate, packet delay, etc) to the target gNB. 
Step 7: NG-RAN node 2 provides UE’s performance feedback to NG-RAN node 1, which can be used to fine-tune/re-train load balancing AI/ML model.
Input data of Model Inference includes:
· Prediction timestamp: when the predicted result will happen   
· Cell ID
· Current traffic load (of certain UE or of certain cell)
· Current resource status
· Current cell capacity
· Current energy consumption
· List of predicted traffic load of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted resource status of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
· List of predicted energy consumption of neighbour cell, which also includes prediction timestamp, accuracy level, and validity time window
Outputs of Model Inference include:
· Prediction timestamp
· Validity time window
· (A list of) Predicted target cell(s) for handling the traffic
· Predicted energy consumption
· Network energy state
· Decision of switch on/off the cell
Standards impact: 
· Uu interface impact:
· UE-level MDT report measurement should be collected and transferred to OAM
· Xn interface impact:
· Output of Model Inference is exchanged between NG-RANs, e.g. predicted traffic load, predicted resource status, predicted energy consumption, etc
· UE’s performance feedback from target NG-RAN to source NG-RAN.
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