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Introduction
This paper provides a stage-2 flow chart for inter-CU migration. It further discusses partial migration, full migration, and gives some consideration on descendant node migration.
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Inter-CU migration
DU migration 
As we agreed in R3#111-e, inter-donor migration may terminate after top-level IAB-MT migration. The scenarios could be load balance, source path temporary RLF, the measurement of target parent node is better than source parent node and etc. 
Based on the above cases, IAB-DU migrates to target donor CU (new F1 setup) or routes F1 via target path should depend on source CU. Since the source CU has the full information to make a decision e.g., source CU knows if the source link inclined to recovery, or whether it prefers to continue to provide service after a while. Apparently, source CU can not only trigger F1 routing to target path but also decides to move the F1 back to source path. If source CU decides DU migration, a F1 signalling can be used to inform IAB-DU to trigger F1 setup procedure with target CU. Source CU is able to control the timing of triggering a new F1 setup procedure. e.g., after F1 is routed to target path for a period time.
Proposal 1: Whether performs DU migration depends on source CU’s decision.
Proposal 2: Source CU informs IAB-DU to trigger F1 setup procedure to target CU via F1 signalling.
Procedure details of migrating IAB node
A. Partial migration
1. Source CU obtains new IP address of migration IAB node
RAN3 has a common understanding that the first step of inter-CU migration is migrating IAB node MT reconfiguration in top-down migration. In order to route F1 to target path, the migrating IAB node should obtain the new IP address belonging target donor CU first. The IP address of migrating IAB node request and assignment could be included in RRC container in HO request and HO request ACK message. The new IP address is further sent to migrating IAB MT via RRC reconfiguration message. However, source CU also need to know the new IP address since it needs to communicate with migrating IAB node via new IP address. 
Both IAB node (after IAB-MT receives new IP address) and target CU (via Xn handover procedure) can provide new IP address to source CU. For IPsec model, IAB node sends new outer IP address in gNB-DU configuration update message for IPsec establishment procedure. GNB-DU configuration update message has to be sent to source CU anyway. However, for non-IPsec model, there will be introduced extra delay which is longer than the option that target CU provides new IP address in Xn handover request ACK. Because new IP address should be sent to migrating IAB node first and further convey it to source CU via an additional F1AP message. 
Proposal 3: Target CU explicitly provides new IP address of migrating IAB node to source CU via Xn handover request ACK message.
2. F1-U migration
The UL mapping sends from target CU to source CU in Xn handover request ACK message during MT migration procedure. After MT handover complete, source CU migrates F1-C to target path via the new IP address of migrating IAB node, and sends the UL mapping via F1-C signalling to migration IAB node DU. Migrating IAB node will send the IP address to source CU for DL and further send to target CU, then target CU configures DL mapping. Note that the configuration of BH RLC channel, BAP route and mapping rules via target path can be perform at an earlier stage e.g. after target CU allocates new IP address for migration IAB node.
Proposal 4: Target CU provides UL mapping to source CU via Xn handover request ACK message. Source CU further sends the UL mapping to migrating IAB node DU via F1 signalling after F1-C migration complete.
B. Full migration
After parent IAB node migration, including MT reconfiguration and F1 setup procedure, the next step is child MT/UE reconfiguration. There are two potential issues raised about descendant node migration. 
One is the target cell ID of child node. The source CU does not know the target cell ID so that it is impossible for child node to convey the target cell ID in Xn handover request message to target CU. The other issue is the timing of the UE context fetch of target CU. The UE context migration should be executed after the migrating IAB node accesses to target parent node, in order to avoid meaningless UE context transfer in case of migrating IAB node migration failed. 
There are two ways to address the above issues. The detailed procedure is shown as below. 
Method 1: target CU triggers UE/child IAB-MT reconfiguration
After migration IAB node is successfully migrated, target CU should send an XnAP message to source CU to trigger UE reconfiguration procedure. In order to write the mandatory IE i.e., target cell ID in Xn handover request message, the new introduced XnAP message should be able to convey the target cell ID for UE/IAB-MT to source CU. Furthermore, this new introduced XnAP message also includes UE context fetch request for child-MT/UE migration. It is an implicit indication to source CU that the migration procedure of migrating IAB node is finished.
Observation 1: Target CU can trigger UE/IAB-MT reconfiguration via XnAP message, which include UE context request and target cell ID for UE/IAB-MT.
Method 2: source CU triggers UE/child IAB-MT reconfiguration
Migrating IAB-DU knows the new cell ID associated with target CU after new F1 setup procedure. The new cell ID of migrating IAB node is sent by migrating IAB-DU to source CU via F1AP message in this method. And then, source CU judges whether the UE/IAB-MT needs to be migrated with migrating IAB node, and sends Xn handover request message to target CU if needed. The Xn handover request message includes new cell ID and UE/IAB-MT context.
Observation 2: Source CU triggers UE/child IAB-MT reconfiguration via Xn handover request message after target cell ID for UE/IAB-MT is sent by migrating IAB-DU to source CU via F1AP message.
Compare method 1 with method 2, method 1 requires target CU to know which descendant nodes and/or UEs are planned for migration based on source CU decision. Then target CU can trigged reconfiguration for such IAB node and UEs via XnAP message. We agreed send topology information to target CU but it not means that all IAB nodes and UE under the migrating IAB node should be migrated. Therefore, it is better to inform target CU that which UE/child node would like to migrate in Xn handover request message during the reconfiguration of parent node MT. For method 2, source CU decides whether to migrate the child MT/UE after parent node migration complete. The target CU does not need to know which IAB-MT/UE would like be migrated in advance. 
Moreover, source CU’s OAM is another way to obtain the target cell ID of UE/IAB-MT. It no needs introduce additional signalling to inform source CU about target cell. However, the signalling that triggers source CU to start UE/IAB-MT migration is still needed.
Proposal 5: IAB node sends F1AP signalling to source CU conveyed the target cell ID (the cell of logical DU 2) for child-MT/UE, and then source CU trigger UE/child IAB-MT reconfiguration via sending Xn handover request message (method 2 for step 4 is adopted in the following figure 1).
After the UE and child IAB-MT migration, the logical DU1 should be deceived. Target CU sends UE context release message to source CU. Source CU decides whether to deceive the logical DU2.
Base on all above analyses and previous agreements, inter-CU migration for top-down follows below sequence: 


Figure 1. IAB migration for top-down
Consideration on the descendent nodes 
A. Descendent nodes migration (inter-CU)
In order to reduce service interruption, descendent node also needs to route F1 to target path. The sequence of migration (take top-down migration as an example) should be migrating IAB node MT reconfiguration followed by F1 migration of migrating IAB node, and then child node routed F1 to target path to keep the UE and IAB-MT which under the child node are not suffer service interruption. After that, the migrating IAB node may perform F1 setup procedure to target CU. The child node MT executes reconfiguration procedure as the finial step. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Based on the above order, the child node also needs to obtain new IP address to communicate with target donor DU. Normally, it should be the same procedure as the migrating IAB node i.e., new IP address is received via Xn handover request ACK. However, the F1 of child node is routed to target path before Xn handover procedure of child node. It leads to the question that how the child node obtains IP address. There are two ways we considered to address this problem.
Option1: target CU sends new IP address to child node
1a. target CU sends new IP address of child node to source CU via Xn handover request ACK during migrating IAB node MT reconfiguration procedure. Source CU stores the new IP address of child node, and sends it to child MT via NUA associated signalling after F1 of migrating IAB node routes to target path. However, if the migrating IAB node MT reconfiguration failed or F1 migration failed, the assignment and transmission of new IP addresses of child node becomes meaningless.
1b. After the F1 of migrating IAB node routes to target path, it requires an XnAP signalling to inform target CU to allocate a new IP address for child node. An additional NUA signalling, which is sent from source CU to child node, is needed for new IP address obtain.
Option2: child node’s OAM
After migrating IAB node’s F1 migration successful, migrating IAB node sends an indication to child node. This indication triggers child node download the new IP address from OAM. A target CU ID needs to be included in this indication message to inform child node to download the IP address associated with the specific target CU. 
Basically, option 1a has less the signalling consumption but it cannot avoid meaningless IP address allocation. Compared option 1b with option 2, both of them need an indication to trigger IP address obtain procedure. The difference is that new IP address is received via signalling or OAM. In our view, option 1b and option 2 can be further discussed.
Proposal 6: The inter-CU migration should follow the following sequence when considering the descendant node
—Migrating IAB node MT reconfiguration
—F1 of migrating IAB node routed to target path
—F1 of child node routed to target path
—child node MT reconfiguration if migration IAB node DU performs F1 setup procedure to target CU (full migration for migration IAB node)
Proposal 7: Child node obtains new IP address from OAM or target CU (after F1 migration of migration IAB node) is FFS. Both options need a message to trigger this IP address obtain procedure.
B. Avoiding reconfiguration of descendent node
Since the routing path and donor DU have be changed, the UL mapping and routing information of descendant node also needs to be changed regardless of intra-CU or inter-CU migration. The reconfiguration procedure would cause service interruption, especial for the bottom of UE/IAB-MT. 
Proposal 8: The reconfiguration of descendant node should be avoided in both intra-CU and inter-CU migration.
We try to achieve minimum impact on descendant node by the following options. Note that the IP address re-writes should be avoided because it will introduce security issue.
Two IP headers: For DL, source CU writes the real destination IP address in IP header (e.g. descendant node) and sends this IP packet to target CU. Target CU does not parse it and further adds another IP header which belongs to target CU. The destination IP address in second IP header (which is added by target CU) is boundary node. After the boundary node receives the packet via target path, it will drop the second IP header and read the first IP header which is the real destination IP address. Then boundary node writes BAP header with a new BAP routing ID according to IP to layer 2 mapping table configured by source CU, and further send the packet to descendant node. For UL, boundary node receives a packet with the IP address of boundary node. Boundary node further adds the second IP header i.e., with the IP address of target donor DU. This packet would be further sent to target donor DU. Boundary node need the ability to add/remove IP header and execute IP to layer2 to mapping.
Two BAP headers: For DL, source donor DU configures the real destination BAP address (e.g. descendant node) and sends this packet to target DU via BAP tunneling between source DU and target DU. Target donor DU adds the second BAP header with the BAP address of boundary node. After the boundary node receives the packet (with 2 BAP headers) via target path, it will drop the second BAP header (destination BAP address is boundary node) and read the first BAP header which is the real destination BAP address (descendant node). For UL, boundary node receives a packet with the BAP address of boundary node and further adds the second BAP header with BAP address of target donor DU. This packet would be further sent to target donor DU.
IP-based tunneling between source CU and target donor DU: This method overcomes the issues of source IP filter. For DL, this IP tunneling uses the descendant node’s source IP address. However, how to target donor DU configures the DL mapping base on descendant node’s source IP address? Is there a mapping between descendant node’s source IP address and descendant node’s target IP address at both target donor DU and boundary node? The intention of this solution is good but the details need to be further discussed.
Furthermore, the method of Two IP/BAP headers also can be used in inter-CU topology redundancy and local rerouting.
Proposal 9: RAN3 further discusses the following solutions to avoid descendant node reconfiguration:
--Two IP/BAP headers: one IP/BAP header configures by source donor, which corresponding to the path between boundary node and destination node. Another IP/BAP header configures by target donor, which corresponding to path between boundary node and target donor. 
--IP-based tunneling between source CU and target donor DU.
Proposal 10: The method of two IP/BAP headers also can be used in inter-CU topology redundancy and inter-DU local rerouting.
Conclusion
Observation 1: Target CU can trigger UE/IAB-MT reconfiguration via XnAP message, which include UE context request and target cell ID for UE/IAB-MT.
Observation 2: Source CU triggers UE/child IAB-MT reconfiguration via Xn handover request message after target cell ID for UE/IAB-MT is sent by migrating IAB-DU to source CU via F1AP message.
Proposal 1: Whether performs DU migration depends on source CU’s decision.
Proposal 2: Source CU informs IAB-DU to trigger F1 setup procedure to target CU via F1 signalling.
Proposal 3: Target CU explicitly provides new IP address of migrating IAB node to source CU via Xn handover request ACK message.
Proposal 4: Target CU provides UL mapping to source CU via Xn handover request ACK message. Source CU further sends the UL mapping to migrating IAB node DU via F1 signalling after F1-C migration complete.
Proposal 5: IAB node sends F1AP signalling to source CU conveyed the target cell ID (the cell of logical DU 2) for child-MT/UE, and then source CU trigger UE/child IAB-MT reconfiguration via sending Xn handover request message (method 2 for step 4 is adopted in the following figure 1).
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Proposal 7: Child node obtains new IP address from OAM or target CU (after F1 migration of migration IAB node) is FFS. Both options need a message to trigger this IP address obtain procedure.
Proposal 8: The reconfiguration of descendant node should be avoided in both intra-CU and inter-CU migration.
Proposal 9: RAN3 further discusses the following solutions to avoid descendant node reconfiguration:
--Two IP/BAP headers: one IP/BAP header configures by source donor, which corresponding to the path between boundary node and destination node. Another IP/BAP header configures by target donor, which corresponding to path between boundary node and target donor. 
--IP-based tunneling between source CU and target donor DU.
Proposal 10: The method of two IP/BAP headers also can be used in inter-CU topology redundancy and inter-DU local rerouting.
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