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Introduction
RAN #112-e meeting has reached agreement on the high-level principals of the AI-enabled RAN intelligence [1].
1. The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
2. The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
3. The input/output and the location of Model inference function should be studied case by case.
4. RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.
5. Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
6. The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   
7. The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.
8. NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
9. A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
During the online meeting, an important issue was also identified:
“Mark the Model Performance Feedback in the Functional Framework (Figure 4.2-1) as FFS and continue discussions on what such transfer of information should entail and for which purpose.”
Different from analytics-based methods, which typically can be verified using mathematic formulas, the performance of AI/M-based methods rely on using held-out (i.e., unseen) data samples to evaluate the performance. 
We expect multiple evaluation metrics will be needed to evaluate AI/ML model performance. The functional module that is responsible to calculate the AI/ML model evaluation metrics has to acquire the prediction results from model inference function and the raw/processed feedback from the actor after the action based on AI/ML inference result has taken place to calculate the AI/ML model evaluation metrics. 
In this contribution, we discuss performance metrics that are commonly used to evaluate AI/ML algorithms. These metrics are independent of the underlining AI/ML models while they may depend on the problem space and/or learning task type.
Discussion for evaluating AI/ML model performance
AI/ML Datasets
As AI/ML-based approaches are data-driven, it is important to discuss various datasets used in AI/ML algorithm development process and their roles first.
· Training dataset
A training dataset is a dataset of samples used during the learning process and is used to fit the AI/ML model parameters, e.g., weights when using neural network (NN). 
· Validation dataset
A validation dataset is a dataset of samples used to tune the hyperparameters of the AI/ML model. Examples of AI/ML model hyperparameters for XGBoost include booster to use, maximum depth, minimum split loss, etc. Examples of AI/ML model parameters for convolutional neural network (CNN) include learning rate, kernel and stride shape, activation function, etc. 
· Testing dataset
A test dataset is a dataset that is independent of the training dataset and validation dataset (i.e., the samples in the test dataset are unseen during either the training or validation phase), but that follows the same probability distribution as the training dataset and validation dataset. In a scenario where both validation and test datasets are used, the test dataset is typically used to assess the final model that is selected during the validation process. A test set is a set of samples used only to assess the performance (i.e., generalization) of a fully specified AI/ML model.

Observation 1: AI/ML-based algorithms use different datasets for training, validation, and testing purpose. Training dataset is used to fit the AI/ML model parameters. Validation dataset is used to tune the AI/ML model hyperparameters. Testing dataset is used to assess the performance of a fully specified AI/ML model. When using different test datasets, the trained AI/ML model will have different performance results.
Proposal 1: In order to assess the performance of a given AI/ML model or compare performance across a set of AI/ML models, to the minimum, common test datasets that contain samples unseen during the training and validation steps should be used.
Model evaluation metrics
In wireless communication, AI/ML algorithms are typically designed to perform the task of classification, regression, or on-line iterative optimization. As the results or outputs are different across these tasks, the model performance evaluation metrics may also be different. In this section, we will discuss common evaluation metrics for each task type. 
· Classification metrics
Classification metrics are used to evaluate AI/ML algorithm performance for classification tasks. Classification task involves predicting a discrete class label while the input can be real-valued or discrete variables. Even though there are many suitable metrics, the following ones are most popular for classification problems, either binary or multi-class. 
· Accuracy ratio: This is the most used metric to evaluate an AI/ML model. Accuracy ratio measures the percentage of correct predictions out of the total number of samples. 
Accuracy =   , 
where TP = true positives, FP = false positives, TN = True negative, FN = false negative
In the case of imbalanced classes in the problem space, using accuracy alone is not sufficient to get a clear view of the AI/ML model performance, thus additional metrics should be used together. 
· Precision: Precision measures the percentage of positive instances out of the total predicted positive instances. It can be interpreted as ‘percentage of time the model outputs the right class label when it says the input is classified as the specific class’. Following is its mathematic form. 
Precision =   , where TP = true positives, FP = false positives 
· Recall: Recall measures the percentage of positive instances out of the total actual positive instances. It can be used to determine ‘how much extra right ones, the model missed when it showed the right ones’. Following shows its mathematic form. 
Recall =   , where TP = true positives, FN = false negatives 
· F1 score: In some situations, using one metric may be more convenient and F1 can be used for that purpose. F1 score takes the harmonic mean of precision and recall. It combines the contribution of both, so higher the F1 score, the better. 
F1 score =   
· Regression metrics
Regression metrics are used to evaluate AI/ML algorithm performance for regression tasks Unlike classification task which classifies input into a discrete class label, regression task involves predicting continuous numbers.  Given the difference in the output types, typically different metrics are used to evaluate regression performance. Again, there are many metrics suitable for regression task, the following ones are most popular for regression problems.
· Mean Absolute Error (MAE): This is the simplest of all the metrics. MAE measures the average of the absolute difference between actual values and the predictions.
MAE , where N = number of samples
· Mean Square Error (MSE): MSE measures the average of squared differences between the predicted values and the actual values. MSE is agnostic to whether the prediction was higher or lower than the actual values.
MSE , where N = number of samples
· Root Mean Square Error (RMSE): RMSE measures the square root of the average of the squared difference between the predicted and the actual values. 
RMSE =  , where N = number of samples
· Coefficient of Determination (commonly called R-squared): R-squared measures proportion of variance in the outcome that the model is capable of predicting.
R2 =  , where SSR = residual sum of square, SST = total sum of square
SSR = ,
SST = ,
where  = , N = number of samples
· Adjusted R-squared: The original R-squared has the drawback that it typically improves every time when we add new regressors in the model even without any modification to the model architecture or hyperparameters. This issue is more notable when using traditional AI/ML methods. Adjusted R2 addresses this issue by penalizing R-squared whenever new regressors are added.
Adjusted R2 =  ,
where N = number of samples, P = number of regressors
· Metrics for online iterative optimization
Unlike classification or regression task, for which AI/ML model is trained using labelled data, online iterative optimization task typically doesn’t have labels to train AI/ML model in advance, thus different metrics must be used in evaluating the model performance. For iterative optimization tasks, typically, reinforcement learning (RL)-type of technique is leveraged. One of the most important concerns in utilizing RL is its usability or reliability/stability in addition to its final performance or average optimization performance across iterations/runs. To measure quantity reliability, metrics quantifying dispersion and risk can be used.
· Dispersion: it measures the width of the performance distribution across times or runs. One common metric to measure dispersion is interquartile range (IQR), which belongs to one of the robust measures of statistical dispersion. The definition of IQR is specified as following.
IQR = Q3 – Q1,
[image: ]where Q1 = CDF-1(0.25), Q3 = CDF-1(0.75) of a continuous distribution. CDF stands for cumulative density function and CDF−1 is the quantile function.

· Risk: it measures the heaviness and extremity of the lower tail of the performance distribution across times or runs. To measure risk, one popular metric widely used in finance is conditional value at risk (CVaR), or also known as expected shortfall (ES), which a risk assessment measure that quantifies the amount of tail risk or expected loss in the worst-case scenarios, defined by some quantile . The definition of CVaR can be specified as following.
CVaR (X) = , 
where  and  is the -quantile of the distribution of X.

Observation 2: Typical AI/ML algorithms are designed to perform the task of classification, regression, or iterative optimization in wireless communication networks. Various performance metrics may be used for each type of tasks. 
Proposal 2: Different metrics should be supported to evaluate AI/ML model performance and reliability for different task types.
Proposal 3: Evaluation metrics for AI/ML model(s) should only be made available to the functional modules or entities that subscribe to the identified metrics/indicators.
Proposal 4: If AI/ML model is designed to performed classification task, the following types of evaluation metrics should be supported:
· Metrics that evaluate the overall classification accuracy, examples include accuracy ratio
· Metrics that evaluate the misdetection and false alarm of the classification model, examples include precision, recall, F1-score
Proposal 5: If AI/ML model is designed to performed regression task, the following types of evaluation metrics should be supported:
· Metrics that evaluate the regression accuracy, examples include Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE)
· Metrics that evaluate the proportion of variance in the dependent variable (i.e., target variable to be estimated by the model) that can be explained by model (or independent variables/regressors used in the model), examples include R-squared, Adjusted R-squared
Proposal 6: If AI/ML model is designed to performed iterative optimization task, the following types of reliability metrics should be supported:
· Metrics that evaluate the dispersion of the performance, one example metric measuring dispersion is IQR
· Metrics that evaluate the risk of the model (i.e., tail performance), one example measuring risk is CVaR

In addition to the above-mentioned metrics, another general concern of using the AI/ML model output is its uncertainty. To address this concern, we need to consider metrics that can estimate the uncertainty in those AI/ML tasks that can acquire prediction labels in the training and validation phases. To estimate uncertainty, the following two methods are typically used.
· Confidence Intervals: Confidence intervals are estimates that are calculated from sample data to determine ranges likely to contain the population parameter (mean, standard deviation) of interest.  Confidence interval provides the upper and lower bounds between which a given estimated statistic can vary. This range between which the statistic can vary is usually referred to as the margin of error.Figure 1. Confidence Interval example









· Prediction Interval: A prediction interval for a single future observation is an interval that will, with a specified degree of confidence, contain a future randomly selected observation from a distribution. Different from the confidence interval, a prediction interval quantifies the uncertainty on a single observation estimated from the population.Figure 2. Prediction Interval example


Observation 3: Unlike analytics-based methods, AI/ML based approaches are data-driven and always have their associated uncertainty in the prediction results. 
Proposal 7: Metrics that measure prediction uncertainty should be supported. Example measurements that estimate uncertainty include confidence interval and prediction interval.

Conclusion
Typically, multiple metrics are used in combination to evaluate AI/ML model performance and the set of metrics may depend on the task that the AI/ML model is designed for. This contribution first provides an overview of the most popular performance evaluation metrics for each task type, then provides the official definition for each of the metric. 
It is proposed to approve the following:
Observation 1: AI/ML-based algorithms use different datasets for training, validation, and testing purpose. Training dataset is used to fit the AI/ML model parameters. Validation dataset is used to tune the AI/ML model hyperparameters. Testing dataset is used to assess the performance of a fully specified AI/ML model. When using different test datasets as input, the trained AI/ML model will have different performance results.
Observation 2: Typical AI/ML algorithms are designed to perform the task of classification, regression, or iterative optimization in wireless communication networks. Various performance metrics may be used for each type of tasks. 
Observation 3: Unlike analytics-based methods, AI/ML based approaches are data-driven and always have their associated uncertainty in the prediction results. 
Proposal 1: In order to assess the performance of a given AI/ML model or compare performance across a set of AI/ML models, to the minimum, common test datasets that contain samples unseen during the training and validation steps should be used.
Proposal 2: Different metrics should be supported to evaluate AI/ML model performance and reliability for different task types.
Proposal 3: Evaluation metrics for AI/ML model(s) should only be made available to the functional modules or entities that subscribe to the identified metrics/indicators.
Proposal 4: If AI/ML model is designed to performed classification task, the following types of evaluation metrics should be supported:
· Metrics that evaluate the overall classification accuracy, one example metric is accuracy ratio
· Metrics that evaluate the misdetection and false alarm of the classification model, examples include precision, recall, F1-score
Proposal 5: If AI/ML model is designed to performed regression task, the following types of evaluation metrics should be supported:
· Metrics that evaluate the regression accuracy, examples include Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE)
· Metrics that evaluate the proportion of variance in the dependent variable (i.e., target variable to be estimated by the model) that can be explained by model (or independent variables/regressors used in the model), examples include R-squared, Adjusted R-squared
Proposal 6: If AI/ML model is designed to performed iterative optimization task, the following types of reliability metrics should be supported:
· Metrics that evaluate the dispersion of the performance, one example metric measuring dispersion is IQR
· Metrics that evaluate the risk of the model (i.e., tail performance), one example measuring risk is CVaR
Proposal 7: Metrics that measure prediction outcome uncertainty should be supported. Example metrics that estimate uncertainty include confidence interval, prediction interval, etc.
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4.X Performance Evaluation of AI/ML Models
This section introduces considerations related to the AI/ML model performance evaluation and feedback. Unlike analytics-based methods, AI/ML based algorithms are data-driven which require different considerations and techniques in performance evaluation step to ensure the right dataset and metrics are used in verifying the AI/ML model performance. Ideally, the estimated performance of an AI/ML model needs to tell the users how well it performs on unseen data, which is typically referred as test dataset. Given the data-driven nature, a fully specified AI/ML model may have different performance when using different test datasets, thus it is better to use the same datasets when evaluating different AI/ML models. The choice of evaluation metrics depends on a given AI/ML task (such as classification, regression, iterative optimization, clustering, among others). The functional module that is responsible for calculating the AI/ML model evaluation metrics needs to acquire the AI/ML model inference/prediction result from the model inference module, the feedback data including new states from the actor or data collection module after executing the action derived from the model inference output. After the calculation, the outcome of the evaluation metrics can be delivered to those functional modules/entities that subscribe to receive the results. Annex <x> provides an introduction of the most used evaluation metrics for AI/ML models and their definitions.

Annex <X> (informative): Performance Evaluation Metrics of AI/ML Models
While training the AI/ML model usually receives the most attention, how the model generalizes on unseen data is an equally important aspect that should be handled carefully in every machine learning task pipeline to understand whether the AI/ML model actually works and, consequently, if the users of the AI/ML model can trust its predictions. Ideally, the estimated performance of an AI/ML model needs to tell us how well it performs on unseen data. 
Typically, in AI/ML algorithm development pipeline, different datasets are used for training, validation, and testing purposes. A training dataset is used during the learning process and is used to fit the AI/ML model parameters. A validation dataset is used to tune the hyperparameters of the AI/ML model and/or determine when to stop the training procedure. A test dataset is used only to assess the performance and generalization of a fully specified AI/ML model after the validation step. It is important to make sure that the samples in the test datasets are unseen during either the training or validation phase. Given the nature of AI/ML is data-driven, when giving different test datasets to a fully specified AI/ML model the performance may vary across different datasets, thus it’s better to use the same datasets when evaluating different AI/ML models. To ensure generalization, it is a good practice to use multiple test datasets in the testing phase.
The choice of evaluation metrics depends on a given AI/ML task (such as classification, regression, iterative optimization, clustering, among others). Typically, using different metrics for performance evaluation is a better approach to prevent shortcomings in each metric and to cover various aspects of the problem space. Followings are the types of metrics that are commonly used to assess the performance of AI/ML models. 
· Classification
· Metrics that evaluate the overall classification accuracy.
Accuracy ratio: This metric measures the percentage of correct predictions out of the total number of samples. 
Accuracy =   , 
where TP = true positives, FP = false positives, TN = True negative, FN = false negative
· Metrics that evaluate the misdetection and false alarm of the classification model, examples include precision, recall, F1-score.
Precision: Precision measures the percentage of positive instances out of the total predicted positive instances. It can be interpreted as ‘percentage of time the model outputs the right class label when it says the input is classified as the specific class’. Following is its mathematic form. 
Precision =   , where TP = true positives, FP = false positives 
Recall: This metric measures the percentage of positive instances out of the total actual positive instances. It can be used to determine ‘how much extra right ones, the model missed when it showed the right ones’. Following shows its mathematic form. 
Recall =   , where TP = true positives, FN = false negatives 
F1 score: In some situations, using one metric may be more convenient and F1 score can be used for that purpose. F1 score takes the harmonic mean of precision and recall. It combines the contribution of both, so higher the F1 score, the better. 
F1 score =   
· Regression
· Metrics that evaluate the regression accuracy, examples include Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE).
Mean Absolute Error (MAE): This is the simplest of all the metrics. MAE measures the average of the absolute difference between actual values and the predictions.
MAE , where N = number of samples
Mean Square Error (MSE): MSE measures the average of squared differences between the predicted values and the actual values. MSE is agnostic to whether the prediction was higher or lower than the actual values.
MSE , where N = number of samples
Root Mean Square Error (RMSE): RMSE measures the square root of the average of the squared difference between the predicted and the actual values. 
RMSE =  , where N = number of samples
· Metrics that evaluate the proportion of variance in the target variable (the variable to be estimated by the model) that can be explained by model, examples include R-squared, Adjusted R-squared.
Coefficient of Determination (commonly called R-squared, or R2): R-squared measures proportion of variance in the outcome that the model is capable of predicting.
R2 =  , where SSR = residual sum of square, SST = total sum of square
SSR = ,
SST = ,
where  = , N = number of samples
Adjusted R-squared (Adjusted R2): The original R-squared has the drawback that it typically improves every time when we add new regressors in the model even without any modification to the model architecture or hyperparameters. This issue is more notable when using traditional AI/ML methods. Adjusted R2 addresses this issue by penalizing R-squared whenever new regressors are added.
Adjusted R2 =  ,
where N = number of samples, P = number of regressors
· Optimization through iterations
· Metrics that evaluate the dispersion of the performance, which measures the width of the performance distribution across times or runs an example metric measuring dispersion is interquartile range (IQR).
IQR = Q3 – Q1,
[image: ]where Q1 = CDF-1(0.25), Q3 = CDF-1(0.75) of a continuous distribution. CDF stands for cumulative density function and CDF−1 is the quantile function.

· Metrics that evaluate the risk of the model, an example metric measuring risk is conditional value at risk (CVaR).
CVaR: It is also known as expected shortfall (ES), which a risk assessment measure that quantifies the amount of tail risk or expected loss in the worst-case scenarios, defined by some quantile . The definition of CVaR can be specified as following.
CVaR (X) = , 
where  and  is the -quantile of the distribution of X.
· Uncertainty: This type of metrics is to estimate the uncertainty associated with the AI/ML model. Common examples are confidence interval and prediction interval. Example metrics that estimate uncertainty include confidence interval, prediction interval.
Confidence Intervals: Confidence intervals are estimates that are calculated from sample data to determine ranges likely to contain the population parameter (mean, standard deviation) of interest.  Confidence interval provides the upper and lower bounds between which a given estimated statistic can vary. This range between which the statistic can vary is usually referred to as the margin of error.Figure 1. Confidence Interval example


Prediction Interval: A prediction interval for a single future observation is an interval that will, with a specified degree of confidence, contain a future randomly selected observation from a distribution. Different from the confidence interval, a prediction interval quantifies the uncertainty on a single observation estimated from the population.Figure 2. Prediction Interval example
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