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- (QC)
F1 can be established before or after the boundary node becomes redundantly connected. Neither option is precluded.
For a dual-connected IAB-node, F1 can be terminated at the MN or the SN. Neither of these two options is precluded.
decide if either option 5 or one of options 3a, 3b, 4 be supported; decide among options 3a, 3b and 4. 
liaise RAN2 on its decision for/against option 5 and its preferences among options 3a, 3b and 4, if applicable 
F1-terminating donor to pass egress BH RLC CH ID(s) for DL traffic and ingress BH RLC CH ID(s) for UL traffic to the non-F1-terminating donor.
- (CATT)
Confirm whether the F1-C is able to send via donor path in CP-UP separation after F1 setup procedure.
If F1-C is able to send via both paths in CP-UP separation, then MN decides which leg (MN or SN) transmits F1-C in R17 for both scenarios.
If F1-C is able to send via both paths in CP-UP separation, F1C-over-RRC for non-donor and F1C-over-BAP for donor is reasonable.
If F1-C is able to send via both paths in CP-UP separation, RAN3 discusses introducing an indication about which leg (MN or SN) transmits F1-C in UL. And whether this indication sends to IAB-DU via a RRC message or F1AP message
MN decides which NR-RAN (MN or SN) performs as a donor. MN should inform IAB node about who is the donor (MN or SN) via RRC and trigger F1 setup procedure
MN decides whether CP-UP separation or inter-donor redundancy
F1-termination donor CU sends QoS with BH RLC CH granularity to non-F1-termination donor CU for BH RLC CH allocation.
support option 4 and option 5. Details are FFS.
- (Nok)
OAM configures IAB-DU with a set of parameters (e.g. the Donor-CU IP address and IAB-DU parameters). When the IAB is dual-connected with 2 Donors, the MN is selected as the Donor, and OAM configures IAB with a set of parameters related to MN.  
use RRC to inform the IAB about the leg for F1-C traffic transfer. 
BH Information IE need to be enhanced to differentiate the parent node, e.g. when both parent nodes have same BAP address allocated by different IAB-donor-CU. 
both Donors allocate the BAP address to the boundary IAB node and descendant IAB nodes. 
Introduce a new XnAP procedure to support inter-Donor routing.
consider option 4 as a solution for address collision in inter donor TR.   
- (SS)
Common st2 for all options
Prefer option 1
- (ZTE)
adopt option 1 and option 3a.
F1-terminating donor provides the following information of the migrated F1-U tunnel to the non-F1-terminating donor for the establishment of BAP routing via the target path:
- the identity of the F1-U tunnel
- QoS parameters of the DRB delivered via the F1-U tunnel
- routing ID of the F1-U tunnel
- (Fuj,Len,Moto,LG)
Prefer option 4
- (LG)
The scenario is needed, i.e, “when the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)”
For the case above, MN determines the F1 termination point for the IAB node.
- (HW)
Prefer option 5; option 4 is FFS
For bearer mapping at the boundary node, RAN3 agree to adopt IP header to egress BH RLC ID mapping.
F1-U terminating CU determines the QoS requirement division among the two topology segmentation, for inter-donor routing case. Details of how to achieve the QoS division are FFS, pending progress on the inter-donor routing and BH RLC CH mapping at the boundary node.
Liaise RAN 2 to discuss the following issues:
-	Whether one or two BAP addresses should be allocated to the boundary node for inter-donor routing.
-	The BAP address in BAP header added by the access node and IAB-donor-DU, for the inter-donor routing traffic (e.g. the BAP address of the real destination or that of the boundary node). 
-	For upstream traffic, how boundary node to differentiate the traffic to be further routed in CU1’s topology from the traffic to be routed to CU2’s topology;
- Chair: seems support for options 1, 3a, 4, 5? If agreeable that opt1 (OAM-based) is not precluded, concentrate discussion among 3a, 4, 5? WA to go for 4? If st2 is common for all options, attempt st2 TP
- note LS
(QC - moderator)
Summary of offline disc R3-212679


 
This CB#39 discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: TBD
The deadline for Phase 1 is Thursday, May 20, 23:59:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is the same as for all email discussions, i.e., Tuesday, May 25, 12:00:00 UTC. 

Disclaimer: 
The moderator has tried to capture the most relevant issues of the contributions above. For some of them, the moderator has expanded the discussion, e.g., to alert companies to underlying assumptions, interdependences, and potential inconsistencies with prior agreements. To keep discussion within reasonable size, several aspects discussed in contributions could not be included, especially if they were very detailed or dependent on the convergence on superseding issues. 
For the Chairman’s Notes
Propose the following:
Proposal 2: For CP-UP separation scenario 1, the IAB-node can select a parent of the non-donor node based on IAB-supported indication in SIB defined in Rel-16. 


Proposal 3a: RAN3 confirms RAN2 agreement that F1-C-over-RRC and F1-C-over-BAP should not be simultaneously supported on the same parent link.


Proposal 3b1: For OAM-based IP address allocation, the IAB-node indicates the F1-terminating donor node by signalling its IP address(es) to this donor node using the Rel-16 RRC-based signalling mechanism. 

Proposal 3b2: For donor-based IP-address allocation, the MN determines the F1-termiating node.

Proposal 3b3: The F1-terminating node determines if CP-UP separation or redundancy is used.


Proposal 5a: The CU’s outer IP address can be configured via OAM.


Proposal 6a: WA: boundary and descendent nodes may have a different F1-termination node.


Proposal 7a: Inter-topology BAP routing option 4 is supported. 

Proposal 7b1: For inter-donor-routing options 4 and 5, it is RAN3’s understanding that the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
Proposal 7b2: The boundary-node’s two BAP addresses can have the same or different value.
Proposal 7b3: RAN3 to liaise RAN2 on agreements related to inter-donor BAP routing options 4 and 5. 
Proposal 7c: The F1-terminating donor sends to the non-F1-terminating donor QoS information with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic or non-UP traffic type for non-UP traffic. 
 
PHASE 1: Discussion
3.1	Reply LS from RAN1 on inter-donor topological redundancy
RAN1 states in reply LS R3-211412:
	Question from RAN3
“In both scenarios, the boundary IAB node, i.e., IAB3 in the figure, is simultaneously connected to the two parent nodes (i.e., IAB1 and IAB2) belonging to two different donors (i.e., donor 1 and donor 2). Since it may require the work in RAN1, RAN3 would like to get RAN1’s advice on whether this can be supported in Rel-17.”
Regarding the Question, RAN1 agreed that both inter-donor multi-parent scenarios (Scenario 1 and Scenario 2) can be supported in Rel-17 with RAN3 specification support for inter-donor coordination of
· H/S/NA resource configurations of the IAB-DU of the dual-connected node, and
· DL/UL resource configurations of the parent DUs and the IAB-MT of the dual-connected node.
ACTION: 	RAN1 would like to ask RAN3 to take the above into consideration in future work.



The moderator believes that this is an encouraging response. Details on inter-donor coordination of HSNA and DUF configurations are discussed in CB#42.

Q1: Do you have any comments on RAN1’s reply LS?
	Company 
	Comments

	
	

	
	

	
	

	
	

	
	

	
	



3.2 	NRDC before or after F1
Last meeting, it was discussed if NRDC can be established before F1.
R3-211942 (Samsung) proposes that NRDC can be established before F1 since DC could already be used for OAM interactions before the IAB-DU is launched.  
R3-211801 (CATT) and R3-211893 (Nokia) indicate implicit support for this scenario since they discuss which of the nodes, MN or SN, be considered as the F1-termination point in this case. 
R3-212384 (LGE) and R3-211741 (QC) also believe that it should be possible to establish NRDC before F1.

This decision has implications on the selection of CP-UP separation vs. redundancy and the selection of the F1 termination point.
R3-211801 (CATT) and R3-211942 (Samsung) propose that when F1 is established before NRDC, the MN should decide if inter-donor redundancy and/or CP-UP separation is used.
R3-211801 (CATT) proposes that when F1 is established after NRDC, the MN decides whether CP-UP separation or inter-donor redundancy is adopted in this case.
R3-211801 (CATT) and R3-212384 (LGE) propose that in this case, the MN decides the F1 termination point, and that it should inform the IAB-node about this decision via RRC.
R3-211893 (Nokia) proposes that F1-termination-point selection is done by the IAB-node through OAM: The IAB-node reports, e.g., parent-cell information to OAM upon which OAM configures the CU’s IP address on the IAB-node. 	Comment by Ericsson User: In fact, it is argued that MN is the F1 termination: “It is preferred thar Rel-17 start with a simple method, e.g. when both MN and SN are donor capable, it is always the MN act as the Donor and the Donor information is configured in the IAB.  ”
R3-211942 (Samsung) proposes that the IAB-node determines based on SIB1, which of the parents support IAB and selects the corresponding CU for F1 termination. In case one of the parents does not indicate IAB support, the corresponding CU is the non-donor for CP-UP separation. If both parents support IAB, it is up to IAB-node implementation to select one of them for F1 establishment. 

The moderator would like to start with the first step of IAB-node integration, which is the parent node selection. 
R3-211942 (Samsung) proposes that the IAB-node could select a donor opposed to a non-donor based on the SIB IAB-supported indicator in SIB. 
The moderator would like to emphasize that this is a different approach than in Rel-16 IAB for ENDC, where the eNB does broadcast IAB-supported but it does not support donor functionality. 
Therefore, the following options can be considered for parent-node selection, and please note that these options have implications on the support of NRDC before F1 establishment:

Option A: The parent associated with the non-donor does not broadcast IAB-supported in SIB.
This raises the question if the IAB-node could connect to this parent during network integration, i.e.,  in an equivalent manner as a Rel-16 ENDC IAB-node can connect to the eNB. It defines two sub-options.
Option A1: The IAB-node cannot connect to this parent during network integration.
· This implies that there is no analogue behavior in NRDC as in Rel-16 ENDC, where the IAB-node can integrate to the network via eNB.
· This further implies that the MN is always a donor node.
· In this option, establishment of F1 after ENDC may be precluded. 

Option A2: The IAB-node can connect to this parent during network integration.
· This raises the question on how the IAB-node would select this parent node in absence of the IAB-supported indicator.
· In this option, the MN would have non-donor role and could therefore not become the F1 termination point. 
· This further implies that establishment of NRDC has to occur before F1-C establishment.

Option B: The parent connecting to the non-donor does broadcast IAB-supported in SIB.

· This implies that the IAB-node can connect to this node during network integration (analogue to connection establishment to eNB in Rel-16 ENDC). 
· The MN would therefore have non-donor role and could therefore not become the F1 termination point. 
· This further implies that establishment of NRDC has to occur before F1-C establishment.
· This further implies that the MN needs to somehow ensure that the SN is a donor node.

Note that the selection among options A1, A2 and B on SIB indication of IAB-supported has significant implications on the selection of the F1 termination point (see section 3.3).

Q2. Please indicate your preference among options A1, A2, or B. You can also propose another solution. Please justify your selection. 
· In case you support A1, please indicate if you support establishment of F1 after NRDC.
· In case you support A2, please describe how the IAB-node would perform parent node selection. 
· In case you support B, please describe how the MN would ensure that the SN is a donor node.

	Company 
	Option A1, A2, B, …
	Comments

	QCOM
	Option B
	We should try to align the functionality with that of Rel-16 ENDC. This supports the use case where the IAB-node uses FR1 for network integration and adds FR2 for BH support.
The MN can find donor SNs in the following manner:
· Option B1: It is preconfigured with donor-candidates.
· Option B2: It obtains donor indication from SN during SN addition. 

	Samsung
	Option B
	It is good to align NRDC design with ENDC design. 
How to select a SN with donor functionality:
· We are fine with the Opt B1&B2 mentioned by QCOM, and slightly prefer to Opt B2. The F1 interface establishment is not only about the capability of the donor node, but also about other aspects (e.g., resource status, BH link status, etc). Thus, Opt B2 allows SN to indicate its functional capability and resource capability for IAB node accesses.   


	CATT
	Option B
	Align with ENDC. 
For SN addition, we support both OAM decision and MN decision 

	Fujitsu
	Option B
	It’s good to follow R16 ENDC design for NRDC. We think both options proposed by QC are OK for MN to find donor SN.

	ZTE
	
	Actually, we do not get the point of this question. It aims to discuss the parent node selection in R17 IAB? Why we need to discuss parent node selection in R17 IAB. As we know,  parent node selection was discussed a lot in R16 IAB, and the IAB-supported IE is introduced. In our view, IAB-node accesses to the node which broadcasts the IAB-supported IE.
In NR-DC scenario,
If the MN is a non-donor node, IAB-DU establishes F1 interface after NR-DC establishment of the co-located IAB-MT. This is very similar to the operation in EN-DC in R16 IAB.
If the MN is a donor node, then 2 cases may occur:
1. IAB-node establishes F1 interface with the donor. Then child nodes access to the IAB-node. For the purpose of load balancing, NR-DC is established for the IAB-MT. Here, the SN may be donor node or non-donor node.
2. The MN is capable of IAB, but not to perform donor role for the IAB-node, and thus another donor needs to be added. In this case, IAB-DU establishes F1 interface after NR-DC establishment of the co-located IAB-MT.
However, we doubt the rationality of case 2. If the MN do not want to play the donor role for the IAB-node, it can reject/release the RRC connection towards the IAB-node. Then the IAB-node select another donor to access.
 

	Nokia
	Option B
	No strong view on B1 or B2. Regarding to Samsung’s comment, SN can reject the F1 Setup in case SN does not accept F1 (e.g. due resource status, etc). But this may be rare. 

	Huawei
	Option B, but
	Option B is align with EN-DC. But according to the description of option b, there is a non-donor gNB, so it is better to clarify that this is just for CP-UP separation scenario.
For how the MN will ensure the SN is donor capable, we think the OAM configuration solution which is used for EN-DC case can also be inherited. 

	Ericsson
	A1 + OAM-based
	We do not understand the argument about analogy with Rel16 ENDC because Rel16 ENDC is essentially different – in ENDC the eNB in any case cannot terminate the F1. Introducing too many options waters down the specifications and we would prefer to go for a simple approach in Rel17, where the MN is always the F1 terminator and F1 is established before the NRDC.
So, we propose to down prioritize the scenario where F1 is set up after NRDC.
In addition, let us remind all that RAN3 strictly avoids specifying node capabilities over RAN interfaces, so Option B2 should be avoided in any case.

	AT&T
	Option B
	

	LGE
	Option B
	Align with EN-DC



Summary:
10 companies participated.
8 out of 10 companies prefer Option B, where IAB-supported indicator is broadcast by non-donor to indicate support for CP-UP separation.
1 company (ZTE) does not understand the scenario described but based on their description, it seems they agree that the non-donor node broadcasts IAB-supported in the same manner as the eNB in ENDC.
1 company (Ericsson) believes this use case should not be supported for NR-DC.
The moderator emphasizes that CP-UP separation with SN as F1-termination point has already been agreed by RAN3:
In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:
 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)
There seems to be more controversy on how the MN knows about the SN’s donor support. One option certainly is to use OAM-based RAN-node match up, which does not require any specification.
Proposal 2: For CP-UP separation scenario 1, the IAB-node can select the non-donor node based on IAB_supported indication in SIB defined for Rel-16.

3.3 	CP-UP separation vs. redundancy and F1-termination point 
If F1 is established before NRDC, it is obvious that the MN becomes the F1-termination point and decides on CP-UP separation vs. redundancy after adding the SN.

If F1 is established after NRDC, the following two cases can be considered:
Case a: Only one CU supports donor functionality: In this case, CP-UP separation can be applied, and the donor becomes the F1-termination point.
Case b: Both CUs support donor functionality: Either CP-UP separation and/or redundancy can be used, and either node can be the F1 termination point.
For case b, we need to decide if both F1-C-over-BAP and F1-C-over-RRC can simultaneously be used over the same parent link? 
R3-211942 (Samsung) believes it does not make a lot of sense to have both options available on the same parent link.

Q3a: Do we allow that both F1-C-over-BAP and F1-C-over-RRC can be used over the same parent link? 

	Company 
	Yes/No
	Comments

	QCOM
	No
	F1-C-over-RRC is supposed to provide redundancy to F1-C-over-BAP. There is no redundancy gain if it is use over the same link. 

	Samsung
	No
	A scheme to avoid that both F1-C-over-BAP and F1-C-over RRC are used over the same link is needed.  

	CATT
	No
	Only F1-C-over-BAP is used when it is configured. F1-C-over-BAP for donor path is more reasonable and easy.

	Fujitsu
	No
	If BH link is available over the parent link, F1-C over BAP is preferred. There is no need to use RRC to contain F1-C messages.

	ZTE
	
	We doubt the rationality of the case that IAB-MT first establishes NR-DC with both donors and then establishes F1 interface.

	Nokia
	No. 
	

	Huawei
	No
	Agree with QC.

	Ericsson
	No, and..
	F1 should be established before NRDC i.e. MN should always terminate the F1.

	AT&T
	No
	RAN2 already agreed:
F1-C over RRC and F1-C over BAP should not be supported simultaneously on the same parent link.

	LGE
	No
	



Summary:
10 companies participated.
9 out of 10 companies the F1-C-over-RRC and F1-C-over-BAP should not be supported on the same parent link.
1 company did not answer the question.
RAN2 also agreed that F1-C-over-RRC and F1-C-over-BAP should not be supported on the same parent link.
Proposal 3a: RAN3 confirms RAN2 agreement that F1-C over RRC and F1-C over BAP should not be simultaneously supported on the same parent link.


For case b, it further needs to be decided, which node selects CP-UP separation vs. redundancy as well as which node becomes the F1 termination point, and how this selection is communicated to the other nodes. 
The following options can be considered:
Option 1: The IAB-node selects F1-termation point (e.g., based on OAM config). 
The IAB-node informs the corresponding CU via RRC that this CU will be the F1-terminating node. The F1-terminating node can then select between redundancy or CP-UP separation based on the non-F1-terminating node’s donor capabilities and configure the L2 transport for F1 establishment. 
Option 2: The MN selects the F1-terminating node.

Option 2a: The F1-terminating node selects between CP-UP separation vs. redundancy (considering the non-F1-terminating node’s donor capabilities).
Option 2b: The MN selects between CP-UP separation vs. redundancy and informs the F1-terminating point about the selection if this is the SN.
and establish the L2 transport for F1 establishment. 
After this, the F1-terminating node can configure the L2 transport for F1 establishment.

Option 3: The SN selects the F1-terminating node.

Option 3a: The F1-terminating node selects between CP-UP separation vs. redundancy (considering the non-F1-terminating node’s donor capabilities).

Option 3b: The SN selects between CP-UP separation vs. redundancy and informs the F1-terminating point about the selection if this is the MN.

After this, the F1-terminating node can configure the L2 transport for F1 establishment.

Note that the F1-terminating CU cannot configure UL mapping or RRC transfer path earlier since it does not know if it will be selected as F1-terminating node. 

Further, the IAB-node cannot select the F1-terminating CU by establishing F1-C using this CU’s IP address (as proposed by R3-211893) since the corresponding L2 paths have not been established, and they cannot be established before the F1-terminating CU has been selected. 

Q3b: Please indicate your preference among options 1, 2a, 2b, 3a, 3b. You can also propose another solution, but please consider all the above constraints. Please justify your selection. 

	Company 
	Option 1, 2a, 2b, 3a, 3b,..
	Comments

	QCOM
	2a
	Options 2 and 3 do not rely on OAM which provides much better scalability.
Option 2 vs 3: It makes more sense having the MN take decisions rather than the SN.
Option 2a vs 2b: The F1-terminating node is certainly the donor and therefore it should be in charge to take decisions. The MN may not be a donor, and for that reason, it should not take control.  

	Samsung
	
	Before considering other options, we may need discuss what’s the problem for Option 1. 
However, no matter which option is selected, the consequence should be that either MN or SN can be the F1-termination point.  

	CATT
	2a
	CP-UP separation vs. redundancy should base on what purpose do we want. 
If the purpose is to load balance, then redundancy should be used for F1-U
If the purpose is to ensure F1-C transmission, then CP-UP separation should be used
The F1-U/F1-C releated information is only known by F1-terminated node. 

	Fujitsu
	2a
	No strong view. We slightly prefer 2a.

	ZTE
	
	We should first consider the rationality of the case b, and then discuss details.

	Nokia
	
	The easiest way is MN acting as Donor. 
For Option 1, why does IAB need to inform CU via RRC? IAB-DU just initiate F1 Setup with one CU, then this CU is the F1 termination point. If RAN3 cannot agree MN is the Donor, Option 1 is preferred than other Options. 
Option 2 and Option 3 introduces more complexity, and no clear benefit, e.g. what is the benefit that MN select SN as Donor?

	Huawei
	
	OAM selects the F1-terminating node, and send the IP address of donor CU-CP to the IAB-node, this is same as the existing mechanism in R16.
For the selection of CP-UP separation vs. redundancy. We are confusing that why the two scenarios being discussed together? In our view, if only one CU is donor capable, then only CP-UP separation can be supported. If both MN and SN are donor capable, why need F1-C over NR RRC? The F1-C traffic can be forwarded via the F1AP over BAP in both legs, so the inter-donor redundancy is enough. 

	Ericsson
	None
	The MN should always be the F1 terminating node. In any case, the options based on capability exchange between network nodes should not be considered. 

	LGE
	2a
	



Summary:
9 companies participated.
This is more controversial, so let’s dive into the various views:
In case there are two donors, the selection of F1-termination-point selection and  CP-UP separation vs. redundancy:
· 3 companies support Option 1, i.e., the IAB-node selects F1-termination point. This can be configured by OAM.
· One company (Nokia) believes the IAB-node could inform the F1-terminating donor about its selection by simply setting up F1 using the OAM-configured IP address. 
· 4 companies support Option 2a, i.e., MN selects the F1-termination point and the F1-termintion point selects between CP-UP separation and redundancy. 
· 1 company (Ericsson) believes that the MN should always be the F1-terminating point. The moderator emphasizes that RAN3 already agreed that in CP-UP separation, the SN can be the F1-termination point.
· 1 company (ZTE) questions the rationality of the use-case.

Clarification of this use case:
· The Nokia’s comment: The moderator believes that in option 1, the IAB-node needs to inform the F1-terminating donor about its IP address, i.e., before setting up F1, since the F1-terminating donor needs to configure BAP and DL mapping based on the IAB-node’s IP address.
· On Ericsson’s comment: RAN3 agreed that CP-UP separation scenario 1 is supported, which implies that the SN rather than the MN may be the F1 termination point.
· On ZTE’s comment: The non-donor node for this IAB-node is not prohibited to have donor capabilities for another IAB-node, which implies that for this IAB-node, some entity must decide if CP-UP separation vs. redundancy is applied and some entity must select the F1-termination point. This is what the question is about.
The moderator proposes the following consolidation: 
For OAM-based IP address allocation, the IAB-node sends its IP-addresses to the donor via RRC using Rel-16 signaling, so that the donor can configure DL mapping on the donor-DU, etc. In this case, the IAB-node’s IP address determines the donor-DU (where it is anchored), and therefore the donor CU and the F1 termination point. This should be in line with Huawei’s and Nokia’s views. 
If redundancy is supported, OAM would also have to support IP addresses for the donor-DU associated with the non-F1-terminating donor. This is out-of-scope. This implies that the selection between CP-UP separation and redundancy would also be based on OAM and therefore out-of-scope.
For donor-based IP address allocation, companies were in favor of option 2a, i.e., the MN selects the F1 termination point and the F1-termination point decides between CP-UP separation and redundancy.

Proposal 3b1: For OAM-based IP address allocation, the IAB-node determines the F1-terminating donor node by signalling its IP address(es) to this donor node using the Rel-16 RRC-based signalling mechanism. The selection between CP-UP separation and redundancy is out-of-scope for OAM-based IP address allocation.

Proposal 3b2: For donor-based IP-address allocation, the MN determines the F1-termiating node and the F1-terminating node selects between CP-UP separation and redundancy.

3.4 Void
This section has been deliberately left blank.

3.5 CU IP address determination 
a) How does the IAB-node know the CU’s (outer and inner) IP address? 

R3-211893 (Nokia) proposes via OAM. This is the way we went in Rel-16. Do we have room for any enhancements, e.g., have the donor configure this information?

Q5a: How does IAB-node know the CU’s (outer and inner) address for F1-C establishment?

	Company 
	Comments

	QCOM
	OAM-based solution doesn’t scale very well. We discussed this already in Rel-16 for parent node selection. 
The CU could inform the IAB-node on its IP address(es) via RRC. 

	Samsung
	Our discussion focus should be outer address. 
We support to define a scheme to derive the CU IP address via RRC. 

	CATT
	It depends on who decide the S1 vs. S2 or CU-UP separation vs. topology redundancy
MN could send the donor IP address to NR-DC IAB node before F1 setup to inform IAB node who is the donor.

	Fujitsu
	We think RRC approach is fine.

	ZTE
	R16 has discussed the obtaining of CU IP address a lot, and it was agreed that IAB-node receives CU IP address via the existing solutions (e.g., OAM configuration). We can follow R16, and not spend time in repeating R16’s work.

	Nokia
	Even with QC/SS proposal to inform IAB about CU’s IP address via RRC, the IAB still need to be OAM configured for other IAB-DU parameters before setup F1. So we do not see the need to use RRC for CU’s IP address, then still use OAM for other IAB-DU parameters. 
Before we discuss the solutions, it is better to clarify the issue if reusing current OAM method.

	Huawei
	Same as R16, we only focus on the outer IP address (if IPsec tunnel mode is used), so suggest to only focus on the CU’s outer IP address here also. 
About how to provide CU’s IP address to the IAB-node, the OAM solution should be enough, same as the legacy way. 
However, if the F1-terminating node is determined by the MN, in such case, sending CU’s IP address towards IAB-node via RRC maybe also a possible way.

	Ericsson
	Similar view as Nokia. We prefer the OAM-based solution, we should not diverge from legacy unless utterly necessary.

	AT&T
	Same as R16. Agree with QC that OAM-based solution is not scalable to larger topologies.

	LGE
	No strong view, but do understand the concern of Nokia



Summary:
10 companies participated.
5 out of 10 companies believe the CU should be able to signal its outer IP address to the IAB-node via RRC.
4 out of 10 companies believe that OAM-based configuration of the CU’s outer IP address is sufficient.
1 out of 10 companies has no strong view.
Proposal 5a: The CU’s outer IP address can be configured via OAM.


3.6 	Inter-donor redundancy: Topology issues 
a) F1-termination point of boundary and descendant nodes
The following issues were raised on the F1 termination point for boundary and descendant nodes:
R3-211942 (Samsung) and R3-212165 (Lenovo) propose that the F1 termination point of these nodes should be the same. 
R3-211942 (Samsung) proposes that the F1-termination point of these nodes should not change.
The moderator believes that these proposals may collide prior assumptions and agreements as shown in Figure 1: 
· Fig 1a: The redundantly connected IAB-node-1 and its descendent IAB-node-2 have Donor-CU1 as their F1 termination point. IAB-node-3 has Donor-CU2 as F1 termination point. 
· Fib 1b: Due to its deteriorating BH link, IAB-MT-3 is migrated to Donor-CU1 with IAB-node-1 as new parent node. At this point, IAB-DU-3 still has its F1-termination point at Donor-CU2.
· Fig 1c: IAB-DU-3’s F1 termination point is migrated to Donor-CU2. At this point, boundary and descendant nodes have the same F1 termination point.




Figure 1: F1 termination point of descendant nodes before after IAB-node migration

Based on this scenario, the following options can be identified:
Option 1: Boundary and descendent nodes can have different F1 termination.
Option 2: Boundary and descendent nodes must have the same termination point with the implication that:
Option 2a: Inter-donor IAB-node migration into the subtree of a redundantly connected node cannot be terminated at IAB-MT migration in case the IAB-DU has a different F1 termination point as the boundary node.
Option 2b: Inter-donor IAB-node migration/recovery to the subtree of a redundantly connected node is not supported if the IAB-DU has a different F1 termination point as the boundary node. 

Q6a: Which of the above options 1, 2a or 2b should be supported? Please explain.

	Company 
	Options 1, 2a or 2b
	Comments

	QCOM
	1
	It is certainly not attractive to have multiple boundary points chained up, but at should be supported for at least some intermediate time frame until the DU has been migrated. 

	Samsung 
	
	We agree that there may be a temporary period, during which boundary and descendant nodes are terminated to different donors since the IAB-DU migration procedure needs some time. For example, Fig.1 b) is a temporary period. However, we should aim at the case that both boundary and descendant nodes are terminated to the same donor node as a stable state. 
With the above understanding, we propose the following option:
Our design should aim at the goal that both boundary and descendant nodes has the same F1 termination. However, to achieve this goal, a temporary state with different F1 terminations can be allowed. 


	CATT
	See comments
	Option 1 keeps only for intermediate time. And option 2 would be the final status. Namely, boundary and descendant nodes has the same F1 termination should be our finial intention

	Fujitsu
	2a
	We think the scenario in Figure 1 is valid. However, we think in a stable state, boundary and descendent nodes should have same F1 termination.

	ZTE
	
	If my understanding is correct, this scenario mixes inter-donor redundancy and inter-donor migration. It is too complex. We can discuss this scenario in later stage.

	Nokia
	1
	Agree with QC. It may be a basic scheme that the termination nodes are the same, but it should be allowed to have different termination nodes. 
Also, in case IAB sharing in b), Donor1 from Operator 1, and Donor2 from Operator2. IAB1 is shared. It is possible that the non-shared IAB2 (from Operator1) use Donor1 as termination node, while the non-shared IAB3 (from Operator2) uses Donor2 as termination node.


	Huawei 
	
	Our view on the Fig b) is that there are more than one boundary nodes in this topology, and each boundary node’s descendant node in same topology connects to the same donor CU. 
So the question is whether we support more than one boundary nodes in the inter-donor routing case, if yes, then the Fig b) can also be supported, if not, the scenario shown in  Fig b) can be avoided by implementation.

	Ericsson
	Look to the right
	These advanced scenarios should not be considered now when not even the basic case of topadapt has been resolved yet.
We notice that the underlying intention here is to justify IAB-DU migration. Nonetheless, if these theoretical scenarios really need to be discussed, our answer is that the state of different F1 termination points of descendants can be supported by proper BAP handling, where the boundary nodes can be configured with BAP header rewriting. 
So, even if it is assumed that these scenarios are relevant, their support still does not require IAB-DU migration. If we had to choose, we would prefer Option1.
Also, we should avoid specifying whether something is temporary or not. In our view, the causes for topology adaptation are temporary, so the entire scenario is a short-term one.
By the way, should be also considered is that the IAB3 may also be able to connect to two parents, in which case the problem in question may become obsolete.

	AT&T
	1
	

	LGE
	1
	



Summary:
10 companies participated. 
7 out of 10 companies support option a, i.e., that the boundary and descendent nodes could potentially have different F1 termination points. Some of these companies believe that it should only be for a transitory time frame. 
1 company believes that the scenario is too complex to be considered, but they admit that if considered, boundary and descendent nodes could potentially have different F1 termination points.
1 company believes that this scenario should not be considered at all.
1 company believes that if scenario b) is considered, multiple boundary nodes will have to be supported.  

The moderator emphasizes that the scenario above is implied by the WID, where we agreed to support inter-donor IAB-node migration for load-balancing and for robustness. The above scenario uses inter-donor RLF recovery for robustness as well as inter-donor redundancy for load balancing. 
To address the above scenario, there seems to be strong support to allow boundary and descendent nodes to have different F1 termination points, at least temporarily. This indeed would imply that traffic may have to cross two boundary nodes. 
The moderator believes that none of RAN3’s present agreements prohibits the configuration of such a chain of boundary nodes. The moderator further believes that it would be easy to keep it that way as long as configurations remain local to the boundary node. To not over-constrain RAN3’s efforts for this WI, the moderator proposes to allow option 1 only as a working assumption.

Proposal 6a: WA: boundary and descendent nodes may have a different F1-termination node.

b) Multi-donor redundancy
R3-212415 (Huawei) proposes that redundancy across more than 2 donors as show in Figure 2 should be deprioritized.



	Figure 2: IAB topology redundancy across multiple donors

The moderator believes that the complexity in Fig.2 is primarily associated with the chain of boundary nodes rather than with the involvement of more than two donors. Figure 3, for instance, shows a few scenarios with two or three donors. In some of them, the boundary nodes reside in different branches (3a and 3b) which should be rather uncritical. Complexity seems to increase, when boundary nodes are chained up (3c and 3d). This, however, can also happy for the 2-donor scenario (3d). 




Figure 3: Various multi-donor scenarios





Figure 4: IAB-node migration resulting in topology redundancy across multiple donors

Further, the scenario of IAB-node migration into the subtree shown in Fig. 1 may also occur for three donors (Fig. 4). In case IAB-node migration is terminated at the IAB-MT migration, the scenario will end up with topological redundancy across 3 donors. 
Based on the Figures 3 and 4, the moderator would like to receive some feedback if any of these scenarios should be precluded, the criteria for precluding a scenario, and how such preclusion would be enforced in the deployment.
Q6b: Please provide feedback on scenarios in Figures 3 and 4:
· Which of the multi-donor scenarios in Fig. 2 and 4 should be supported?
· What are criteria for a scenario to be precluded?
· How would these criteria be enforced by RAN? Does this require specification?
	Company 
	Comments

	QCOM
	All scenarios in Fig. 3 and 4 should be supported. Defining mechanisms to preclude some scenarios makes things only more complicated than they already are.

	Samsung 
	· We think the above scenarios are just some specific examples when supporting inter-donor topology redundancy. There are certainly other possible scenarios we do not list above. So, we are wondering if it is beneficial to decide excluding some scenarios above. 
· 
· On the other hand, we may need take a deep understanding for inter-donor topology redundancy:
· The intention is to use a different topology to offload the traffic
· The resultant scenario should be:  an IAB node is served by two different parent nodes, each of which terminates F1 interface to two different donor CUs. 
· To achieve this purpose, the inter-donor topology redundancy should be established via the following steps:
· Step 1: the donor CU identifies the load problem of the routing paths serving one IAB node, and it also detects a new parent node for this IAB node, which is served by another donor CU
· Step 2: the donor CU triggers the inter-donor topology redundancy procedure with such “another donor CU” so that the IAB node can be served by the new parent node. 
· Apparently, with the above step, we cannot ensure that the two agreed scenarios will be the only cases. The essential reason is that when establishing the inter-donor topology redundancy, the donor CU cannot know the topology serving the new parent node (whether the path between the new parent node and its terminated donor CU are served by different boundary nodes or not).
· W.r.t.  questions, our answer is:
· - All scenarios should be supported, and even more scenarios need to be supported. We should not focus on list some scenarios, while we should focus on the problem indicated by the listed scenarios. 
· - we cannot define a criteria to exclude a specific scenario since we cannot list all possible scenarios. On the other hand, we prefer to thinking about How to make the schemes supporting the topology redundancy are not too complex, i.e., how to avoid a chain of boundary nodes along a routing path. 
· - Our scheme design is not aiming at excluding a specific scenario since we cannot know all the scenarios. 
· 
· In summary, instead of excluding some scenarios, the outcome of this question should be that:
· We identify some problem when supporting inter-donor topology redundancy based on the scenarios listed above, which are, e.g., a chain of boundary node, …
· 
· 

	CATT
	We do acknowledge the above scenarios are exists. But our purpose should focus on avoiding a chain of boundary node (figure 3b and figure 4b), rather than figure out the different scenarios.
This proposal should be: RAN3 identifies a chain of boundary node exists. FFS on how to avoid it

	Fujitsu
	Figure 3a and 3b are within our current assumption on the inter-donor topology redundancy scenarios, so they should be supported. Figure 2, Figure 3c, and 3d result in a complicated topology since there will be a chain of boundary nodes. These scenarios may be supported with extra standardization effort but should be deprioritized in our opinion. We think IAB-DU should migrate after IAB-MT migration, so scenario in Figure 4 should not be supported for topology redundancy.

	ZTE
	The scenario mixing inter-donor redundancy and inter-donor migration, and the Multi-donor redundancy scenario may exist, but these two scenarios are very complex, and should be deprioritized. 
The most urgent thing at present is to solve the issues in 2-donor redundancy case.

	Nokia
	Agree with QCOM

	Huawei 
	We are surprised that our original proposal is to deprioritize the topology redundancy across more than two donors, but now we need to face more and more diversified scenarios, which are similar as the 3 concatenated topologies in the inter-donor migration discussion in CB#37.
Based on our understanding, the above scenarios may exist theoretically, and maybe we can built even more various scenarios which will involve more donors with more hops, to make the whole inter-donor topology being consisted with a lot of boundary nodes and multiple network fragments, but shall we cover all of these scenarios even if the probability of such scenarios is extremely low? Maybe we should not put so many energies on various corner scenarios. Thus, CATT’s proposal is fine.  

	Ericsson
	We agree with Huawei, none of these scenarios should be considered. Not only that they are only theoretical (3 parallel IAB chains under 3 different CUs???), it is also that we still must agree on how to support the basic inter-CU case. 
So, let us focus on the essential discussion, which is IAB-DU migration - yay or nay.

	AT&T
	Agree with QC

	LGE
	Agree with Qualcomm



Summary:
10 companies participated. 
5 out of 10 companies believe that all above scenarios should be supported. 
2 out of 10 companies believe that scenarios with boundary-node chains should be avoided.
3 out of 10 companies believe none of these scenarios should be considered. Unfortunately, these companies have not provided rules, on which scenarios to be avoided and which not. 
The moderator emphasizes that scenarios a) and b) are aligned with all RAN3 work done in the last 9 months on inter-donor redundancy. Therefore, if a) and b) cannot be supported, RAN3 should deprioritize inter-donor redundancy entirely. In fact, the moderator believes that companies opposed to scenarios a) and b) haven’t even looked at the pictures.
Scenarios c) and d) require boundary node chains involving 3 donors. The support of such scenarios is pending of the support of boundary nodes as discussed for 2 donors in proposal 6a. For that reason, we should keep scenarios with boundary chains FFS.
Proposal 6b: RAN3 to support inter-donor redundancy among more than two donors for scenarios that have no boundary node chains. Other scenarios are FFS.

3.7 	Inter-topology transport
a) Inter-topology BAP routing options
There has been a lot of discussion in contributions on this topic. RAN3 should at least decide if option 5 vs. options 3a, 3b and 4 should be supported. Selection among options 3a, 3b and 4 is technically in RAN2 realm.
The moderator believes that it would be beneficial for RAN3 to agree on a preferred option among 3a, 3b and 4 to make progress. This may help RAN2, which has just started to think about inter-donor redundancy.  
The contributions provide the following views:
R3-211801 (CATT) proposes option 4 and 5.
R3-211893 (Nokia) proposes option 4.
R3-211942 (Samsung) proposes to NOT use option 5.
R3-212039 (ZTE) proposes option 3a.
R3-212048 (Fujitsu) proposes option 4.
R3-212165 (Lenovo) proposes option 4.
R3-212384 (LGE) proposes option 4
R3-212415 (Huawei) supports 5, potentially also options 4
R3-211724 (Ericsson, AI 13.2.1.1) supports option 4 and option 5 and argues in favor of precluding options 3a and 3b
In an RAN2 email discussion and in RAN contributions, option 4 generally received the majority support. RAN3 contributions are in line with this tendency. To make progress, the moderator proposes that RAN3 deprioritizes option 5 and agrees on option 4 as the preferred candidate.
Q7a: Do you agree that option 5 is deprioritized, and option 4 is RAN3’s preferred candidate? Should RAN2 be liaised on RAN3’s decision on this matter?
	Company 
	Yes/No
	Comments

	QCOM
	Yes
	

	Samsung
	Yes
	We should have a backward compatible design. So, the IP layer cannot be touched by the boundary IAB node. 

	CATT
	No 
	We support both option 4 and option 5. And both of them can be used in other cases e.g., local rerouting. 
We can consider how to send the IP header to boundary node e.g., by two IP headers. The enhancement should foucus on whether support the function of IP to L2 mapping at boundary node. However, if we can support BAP rewrite at boundary node base on BAP mapping table, we also can consider configuring IP to L2 mapping table at boundary node. Both of them should modify the current spec.
The benefit of option 5 is that there is no need too much interaction between two CU since the IP is unique. Both CUs configure their own IP to L2 mapping. Even both the path ID and BAP address collision, it also can be transmitted via IP address. Option 4 needs a BAP mapping table base on the interaction between two CUs.
Basically, we can preclude option 3b first.

	Fujitsu
	Yes
	There is already a clear majority on preference of option 4 in RAN3 and in RAN2 as well. Let’s make final decision and move forward.

	ZTE
	No 
	Option 4 and option 5 have too much specification impact, requiring both RAN2 and RAN3’s work. Option 3a only impacts the design of BAP address, and has the advantage of scalability.

Besides, If option 3a is used, the BAP address space is separated for different topologies. The secondary donor can allocate routing ID without concerning BAP collision. To be specific, donor CU 2 allocates new routing ID for the F1 GTP tunnels to be migrated, and sends the new routing ID configuration to donor CU 1 via Xn interface. Then the donor-CU 1 sends F1AP message, containing the new routing ID, to the dual-connecting IAB-node and descendant nodes. In this way, the accessing IAB node uses the new routing ID and include it in the BAP header of the UL packet which will be transmitted via the SCG-path.

	Nokia
	Yes
	

	Huawei
	NO
	We think option 5 has some beneficial and should not be deprioritized. 
The outer IP information is visible to the boundary node, so it is easy to perform BAP routing ID selection and re-writing based on the IP information to L2 parameters mapping relationship, just similar as the IAB-donor-DU’s behavior. 
Besides, as discussed in our paper, the option 5 outperforms option 4 from some perspective, e.g. easy to differentiate the destination nodes in the second topology without using multiple BAP routing ID to indicate same routing path in the first topology, and can provide flexibility for BH RLC CH mapping in the second topology. 
Agree with CATT to preclude option 3b first.

	Ericsson
	No
	We propose to preclude options 3a and 3b and proceed with discussing options 4 and 5.

	AT&T
	Yes
	RAN2 already agreed:
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4


	LGE
	Yes
	



Summary:
10 companies participated. 
6 out of 10 companies prefer option 4. 
2 out of 10 companies want to keep both options 4 and 5 on the table.
1 out of 10 companies company prefers option 5.
1 out of 10 companies company prefers option 3a.
In the meantime, RAN2 has agreed:
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4

This means that options 3a and 3b are off the table. 
The moderator does not agree with Huawei’s statement that the option 5 outperforms option 4:”.., e.g. easy to differentiate the destination nodes in the second topology without using multiple BAP routing ID to indicate same routing path in the first topology, and can provide flexibility for BH RLC CH mapping in the second topology.” The moderator believes that this type of packet handling would violate proper layer separation.
The moderator does not believe RAN3 has the time to discuss two options in parallel. The above discussion showed that 8 out of 10 companies are fine with option 4, while only 3 out of 10 companies want to consider option 5.
Proposal 7a: Inter-topology BAP routing option 4 is supported. 

b) Number of BAP addresses and traffic differentiation at boundary node
R3-211893 (Nokia) proposes that the boundary node has two BAP addresses, one for each topology, and that each donor configures the IAB-node with a BAP address.
R3-212415 (Huawei) raises the issue of the number of addresses at the boundary node, and how the boundary node should differentiate traffic (1) for itself, (2) to be forwarded in the same topology, (3) to be forwarded to the other topology. They propose that RAN3 should ask RAN2 to resolve it. 

The moderator believes that:
· Both, RAN2 and RAN3, should have a solid understanding of this matter. RAN3 should therefore have this discussion and potentially share their views with RAN2.
· BAP addressing and criteria for traffic differentiation at the boundary node depend on the inter-topology BAP routing option selected. 
· The handling of these issues is actually rather simple. To make progress, the moderator outlines a baseline below on how this could work. Companies are asked to provide feedback.

Moderator’s view: Baseline on the number of BAP addresses assigned to the boundary node:
· For option 3a, all IAB-nodes including the boundary node have only one global address which is {BAP address assigned by one CU + CU ID}.
· For option 4 and option 5, the boundary node needs (at least) one BAP address in each topology, which is assigned by the respective donor. This is necessary to avoid BAP address collision since each donor manages its own BAP name space in its own topology.
Moderator’s view: Baseline on traffic differentiation at the boundary node:
· For option 3a, the boundary node routes traffic based on {BAP address + CU ID} using the same routing principals is in Rel-16.
· For option 4, the boundary node distinguishes traffic in the following manner: 
1) Packets for the boundary node itself carry the boundary-node’s BAP address assigned for the topology where the packet arrives. 
2) Packets to be forwarded without header rewriting carry a BAP address of the destination node for the topology, where the packet arrives. 
3) Packets to be forwarded with header rewriting need to carry a BAP address that is unique within the topology, where the packet arrives, i.e., it cannot be used by any other IAB-node in that topology. It could be the same address as that of the boundary node. In this case, the BAP path ID would be used to differentiate between of 1) and 3).
· For option 5, the boundary node distinguishes traffic in the following manner: 
1) Packets for the boundary node itself carry the boundary-node’s BAP address and IP address assigned for the topology where the packets arrive.
2) Packets to be forwarded without header rewriting carry a BAP address of the destination node for the same topology where the packet arrives. 
3) Packets to be forwarded with header rewriting carry the BAP address of the boundary node, that has to be unique within the topology, where the packet arrives, and the IP address of the destination node. The BAP sublayer will pass the packet up to the IP layer, which will perform IP routing using IP-to-BAP mapping as presently defined for the donor-DU.
Option 3b has not been discussed here since no company seems to support it.

Q7b: Do you agree with the moderator’s baseline description of BAP addressing and traffic differentiation at the boundary node? If not, why not? What is missing? What is wrong? “NO” will only be considered if accompanied by proper explanation.

	Company 
	Yes/No
	Comments

	QCOM
	Yes
	

	Samsung
	Yes for BAP address
	BAP address 
· we agree moderator’s view
Traffic differentiation 
· The main intention is that the boundary node should determine whether the header rewriting should be performed to the received packets in case of option 4&5. BAP address, BAP routing ID can be used. Ingress BH RLC CH can be also used. So, we would like to say, the boundary IAB node can differentiate traffic based on the configurations, which can be one or multiple parameters among BAP address, BAP routing ID, and BH RLC CH  

	CATT
	See comments
	BAP address: for option 4 and option 5, we cannot agree with such description that “(at least) one BAP address”. It is not clear and it is better decides by RAN2. Maybe this statement wants to reflect that each CU assign BAP address but they can be the same?
Traffic differentiation:
For option 4: source DU configure the real destination BAP address (e.g. descendant node for DL) and send this packet to target DU. Target DU add the second BAP header which has the BAP address of boundary node. After the boundary node receives the packet (2 BAP headers), it will drop the second BAP header and read the first BAP header which has the real destination BAP address.
For option 5: More discussion is needed. One way to achieve option 5 is that source CU writes the real destination IP address in IP header (e.g. descendant node for DL) and sends this IP packet to redundancy CU. Redundancy CU does not parse it and further add another IP header which belongs to redundancy CU. The destination IP address in second IP header is boundary node. After the boundary node receives the packet, it will drop the second IP header and read the first IP header which has the real destination IP address. Then boundary node allocates a new BAP routing ID according to mapping table.

	Fujitsu
	Yes, but
	Add something to the traffic differentiation of option 4:
3)	Packets to be forwarded with header rewriting need to carry a BAP address that is unique within the topology, where the packet arrives, i.e., it cannot be used by any other IAB-node in that topology. It could be the same address as that of the boundary node. In this case, the BAP path ID would be used to differentiate between of 1) and 3). It could also be a virtual BAP address to identify the destination node within the topology, which does not need to be configured at the destination node.

	ZTE
	
	This depends on the agreed option in Q7a.

	Nokia
	
	Yes for BAP address
For traffic differentiation, in all cases, the inter-topology BAP PDUs carry a Routing ID that is routed to the boundary node and the boundary nodes routing configuration has a new entry that maps the ingress Routing ID to an egress Routing ID. It can be left to implementation which part(s) of Routing ID are used for mapping.

	Huawei 
	See comments
	For the BAP address:
Agree moderator’s view for option 3a.
For option 4 and 5, we have different view:
If the boundary node is single connected to one parent node, only one BAP address is enough, and such BAP address is unique in the topology includes its parent link. 
If the boundary node is dual connected, and the two parent nodes are controlled by two IAB donors, the boundary node should have a unique BAP address for each topology. It means that if its BAP address is unique across the two topologies, one BAP address is enough, otherwise, it can be allocated with two BAP addresses from two IAB donors, and each one is unique in one topology. 

For the traffic differentiation at the boundary node:
Option 4 agree moderator’s view. 
Option 5: we have some different view for the 3rd bullet
3) Packets to be forwarded with header rewriting carry the BAP address of the boundary node, that has to be unique within the topology, where the packet arrives, and the IP address of the destination node. The BAP sublayer will perform BAP header re-writing using IP-to-BAP mapping as presently defined for the donor-DU.
By the way, the issues discussed here should be RAN2 territory.

	Ericsson
	
	CATT and Fujitsu raise valid points. 
Regarding the WF, we propose to have a unified discussion on BAP and IP header handling for all inter-donor routing scenarios. The CB#37 already started the discussion for the non-topred scenario.
So, the proposed way forward:
Proposal X: 
· RAN3 considers only Option4 and Option5 in further discussions
· RAN3 conducts a unified discussion on BAP and IP header handling for all inter-donor routing scenarios

	AT&T
	
	Agree with Nokia

	LGE
	Yes for BAP address
	Agree with Nokia, traffic differentiation can be up to implementation



Summary:
We only focus on options 4 and 5 since RAN2 has already deprioritized options 3a and 3b.
10 companies participated. 
6 out of 10 companies agree the moderator’s statement on the BAP address:
· For option 4 and option 5, the boundary node needs (at least) one BAP address in each topology, which is assigned by the respective donor. This is necessary to avoid BAP address collision since each donor manages its own BAP name space in its own topology.
1 out of 10 companies (CATT) believes that the two BAP addresses can actually have the same value.
2 out of 10 companies (Fujitsu, Huawei) believe that if the boundary node is dual-connected, and the two parent nodes are controlled by two IAB donors, the boundary node should have a unique BAP address for each topology, which cannot be used for any other IAB-node in that same topology.
1 out of 10 companies (Ericsson) does not comment on the question.
The moderator has the feeling that these views on the BAP address can be consolidated. Further, RAN2 needs to confirm RAN3’s understanding. 
The moderator further believes that discussion on traffic differentiation is different for option 4 and option 5 and should be discussed after RAN3 has down-selected to one of these options.
Proposal 7b1: For inter-donor-routing options 4 and 5, it is RAN3’s understanding that the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
Proposal 7b2: The boundary-node’s two BAP addresses can have the same or different value.
Proposal 7b3: RAN3 to liaise RAN2 on agreements related to inter-donor BAP routing options 4 and 5. 


c) Granularity of QoS information to be transmitted from F1-terminating to non-F1-terminating donor.
RAN3 agreed in last meeting:
To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
The issue to be addressed is what information the F1-terminating donor needs to provide to the non-F1-terminating donor before.
Contributions have established two different options: The F1-terminating donor provides:
Option 1: Ingress BH RLC CH info for UL traffic and egress BH RLC CH info DL traffic. 
Option 2: F1-U GTP-U tunnel information for all F1-U to be migrated.
R3-211801 (CATT), R3-211741 (QC) and R3-212165 (Lenovo) are in favor of option 1.
R3-211942 (Samsung) and R3-212039 (ZTE) are in favor of option 2.
The moderator wants to emphasize that both options allow traffic offload with granularity of F1-U tunnel.
The moderator sees some problems in option 2 and would like to receive feedback from companies. Figure 5 shows an example for option 1 on top and option 2 at the bottom. In this example, red and pink F1-U tunnels are migrated, but the orange F1-U tunnel remains at the initial path.
In option1, the F1-terminating donor (CU1) forwards the green RLC CH info to the non-F1-terminating donor (CU2), upon which CU2 returns the blue RLC CH info. Blue and green RLC channels are matched 1:1 at the boundary node. In this manner, offloaded traffic will have the same bearer mapping in topology 2 as in topology 1.
In option 2, the F1-terminating donor (CU1) forwards F1-U information to the non-F1-terminating donor (CU2), upon which CU2 returns the blue RLC CH info. This allows CU2 to determine its own bearer mapping. In Figure 5, it ends up with two RLC channels (blue and purple) in topology 2 that need to be mapped to one RLC channel (green) in topology 1. This implies that the boundary node needs to support “bearer-remapping”. How would this be done? 
R3-212048 (Fujitsu) proposes that the F1-terminating node indicates an egress BH RLC CH it at the boundary node to the non-F1-terminating node and if 1:1 bearer mapping is required. This still keeps the issue of bearer remapping for N:1-mapped bearers.
R3-212415 (Huawei) proposes that the bearer mapping at the boundary node is based on IP header information. This would only work for BAP routing option 5.


Figure 5: Granularity of QoS info exchanged between donors

Q7c: Which of options 1 or 2 do you prefer:
Option 1: F1 terminating donor sends BH RLC CH info to non-F1-terminating donor. 
Option 2: F1 terminating donor sends F1-U GTP-U tunnel info to non-F1-terminating donor.
In case of option 2, please indicate how bearer remapping should occur at the boundary node.
	Company 
	Option 1 or Option 2
	Comments

	QCOM
	1
	We believe that option 2 adds unnecessary complexity and signaling overhead.
In case many companies prefer option 2, we are open to have both options supported.
In option 2, bearer remapping at the boundary node can be achieved by including the BAP routing ID into the ingress-to-egress BH RLC channel dependent on. As a result, the F1-terminating donor may have to reconfigure the F1’s BAP routing IDs so that they can be mapped to the fine-granular BH RLC CHs (blue and purple) sent by the non-F1-terminating donor. 

	Samsung
	A generalized option
	In our contribution, we prefer to Option 2 since it can keep the largest flexibility for routing and mapping at the second topology. 
On the other hand, Option 1 also has some problem. For example, if F1-termination node provides a BH information which aggregates 10 F1-U tunnels, non-F1 termination node may reject such BH so that the 10 F1-U tunnels cannot be accepted. However, in the real case, 5 F1-U tunnels may be acceptable for the non-F1 termination donor. In a word, Option 1 cannot achieve the partial admission for the traffic aggregated in one BH RLC CH. 

For the problem list above for Option 2, QC already gives some solutions, i.e., use BAP routing ID as another dimension to different traffic. 

To make progress, we think it is unnecessary to mention whether it is BH or F1-U tunnel information since the non-F1 termination node does not care about this. The non-F1 termination node only needs to configure the routing and mapping for different offload traffic. If the boundary node need differentiate the traffic, the F1-termination node should provide the corresponding information to the non-F1 termination node. Thus, the generalized solution is that the F1-termination node provides the following information to the non-F1 termination node:
· Traffic ID
· Choice traffic type
· Non-UP:  non-UP types, e.g., F1-C, non-UE F1-C, UE F1-C, non-F1
· UP: QoS parameters
Each traffic identified by a traffic ID can be either a BH RLC CH or a F1-U tunnel, or multiple BH RLC CHs, or multiple F1-U tunnels. 
Furthermore, to indicate the transmission configuration at the F1-termination topology, each traffic can be associated with ingress BH RLC CH for UL and egress BH RLC CH for DL. 

With the above information, any flexibility can be supported. 

	CATT
	Tend to option 1 but option 2 is needed in some cases.
	Option 1 works when CU1 and CU2 have the same mapping rules and CU2 have enough resource. 
Even F1-termination node sends QoS to non- F1-termination node and sending the requirement of 10 tunnels. The non-F1-termination node may not be able to satisfy these requirements, e.g., 12 tunnels are needed for this QoS in non-F1-termination node based on its own mapping rules. So F1-termination node sends the number of required BH RLC channel is meaningfulness. The bear remapping have to be performed at boundary node (option 2). Currently, we are not allowed to split N: 1 mapping during transmission.
For option 2, when F1-termination node receives the F1-U level with different BAP routing IDs, it should design/pre-configure a mapping table. For example, ingress 1(CU1) and ingress 2 (CU1) mapping to ingress 3 (CU2), and F1-termination node configures this mapping table to boundary node.

	Fujitsu
	2
	Since we support the traffic offload granularity of F1-U tunnel, it is better to provide F1-U tunnel QoS info. For the issue shown in Figure 5, if CU1 wants to migrate 2 F1-U tunnels in a same BH RLC CH, it may use some kind of indication to CU2, e.g., send the BH RLC CH ID on the boundary node’s parent link to CU2 to force the CU2 uses the indicated BH RLC CH for the migrated F1-U tunnels. 

	ZTE
	2
	F1 -termination node provides DRB level QoS to non-F1 termination node can help it to establish/modify BH RLC channel for the IAB-nodes along the SCG-path.

	Nokia
	2
	For the DL traffic, Donor2-CU need to configure the bearer mapping in Donor2-CU. So Donor2-CU need to know the F1-U traffic information, e.g. IP header, QoS, etc. How is this performed in Option 1? In Option 2, this info is provided from CU1 to CU2 when request offload.  In option 2 the CU2 need to return either QoS of its RLC channels or information how F1-U tunnels are mapped to RLC channels to CU1. It’s needed to allow CU2 some independency in bearer mapping.
For QC comments on issues for Option 2, the BH CH info replied from CU2 to CU1 is related to a specific QoS. CU1 can know the mapping based on the QoS of the blue/purple BH RLC CH. If they have same QoS, then any one can be used. So not sure about the issue from QC.

	Huawei
	See comments
	We think some clarification on this Q7c is needed. 
What’s the “info” in the “BH RLC CH info” and the  “F1-U GTP-U tunnel info”? Does it only means the QoS related information, and the Q7c’s intention is to discuss the F1-terminating donor should provide QoS information in which granularity to the non-F1 terminating donor? 
If so, can we first agree that it is the F1-terminating donor determines QoS division for the whole path across two topologies? And based on such understanding, does the option 1 mean that the F1-terminating donor provide some QoS info to the non-F1 terminating donor, and the QoS info will be used by the non-F1 terminating donor to setup some BH RLC CHs in its own topology?
Otherwise, if the above understanding is not the intention of this Q7c,  does the “info” is used for BH RLC CH mapping determination, and Q7c aims at discussing which information should be exchanged between the two donors? If so, we suggest to figure out the following issues:
· which donor node determines the QoS division across the two topologies;
· which donor node decides the BH RLC CH mapping for the different nodes (access IAB node, boundary IAB node, donor-DU);
· the BH RLC CH mapping for different nodes are based on which information? (e.g. for boundary nodes, from the ingress BH RLC CH to egress RLC CH for option 4, and from IP header info to egress BH RLC CH for option 5)
for the donor node which decides the BH RLC CH mapping, which information is controlled by itself, and which information should be obtained from another donor. Then we can be clear that the information to be exchanged among two donors.

	Ericsson
	1
	Instead of phrasing the questions as they are now, let us discuss the individual parameters needed for the CU2 to construct an adequate backhaul pipe towards the boundary node. While doing that, let us follow the Rel16 principles as much as possible.
Moreover, this should be discussed for the non-topred case as well.



Summary:
8 companies participated. 
3 out of 8 prefer option 2.
2 out of 8 prefer option 1. One company believes that this should also be handled for the non-topology-redundancy case.
1 out of 8 believes that both options need to be supported.
1 out of 8 companies believes that it depends on traffic type.
1 out of 8 companies believes that the question needs more clarification 
The moderator agrees that option 2 needs to include other traffic types, e.g., F1-C and non-F1 as pointed by Samsung. The only way to consolidate all views is by supporting both options.
Proposal 7c: The F1-terminating donor sends to the non-F1-terminating donor QoS information per BH RLC CH and/or per traffic type, where the traffic type includes F1-U GTP tunnel, F1-C association and non-F1 traffic. 

d) Inter-donor coordination 
This is on new Xn procedures for inter-donor coordination.
R3-211893 (Nokia) proposes: Since IAB-DU on dual-connected IAB-node has only one F1-C to one donor, a new Xn procedure is needed for inter-donor routing and traffic mapping.
R3-211942 (Samsung) proposes that such Xn procedures should use non-UE associated signaling. The reason is that the non-F1-terminating donor has no context of the UEs.
The moderator emphasizes that in fact, UE-associated signaling can be used and should be used since the “UE” refers to the IAB-MT.
R3-211942 (Samsung) further proposes that inter-donor coordination procedures for inter-donor topological redundancy should contain: 1) Inter-donor Context Setup procedure, 2) Inter-donor Context Modification Request procedure, 3) Inter-donor Context Modification Required procedure, 4) Inter-donor Context Release procedure.

Q7d: Do you agree that:
· A new UE-associated signaling procedure is introduced for inter-donor routing and traffic mapping,
· The procedure includes Context Setup, Context Modification Request, Context Modification Required and Context Release procedures.

	Company 
	Yes/No
	Comments

	QCOM
	See comment
	We agree on the introduction of a new procedure. We are not yet certain about the specific messages proposed.

	Samsung 
	
	At least, non-UE associated procedure should be supported since this allows to offload traffic belonging to different UEs in one procedure. UE associated procedure is FFS (if we find something missing by the non-UE associated procedure).
The detailed messages can be discussed later. 
Please note that such non-UE associated procedure can be also applied for IAB-MT migration method. 

	CATT
	
	We should identify what need to be exchanged in Xn first. 

	Fujitsu
	See comment
	We agree on the introduction of a new XnAP procedure. We prefer the UE-associated signalling. The procedure may for instance include Traffic offload request, Traffic offload release procedures, etc. We also think that we may re-use and enhance the SN addition preparation procedure in case F1 is already set up and MN wants to set up redundant path at the same time when DC is set up.

	ZTE
	
	A new non-UE associated procedure should be introduced for inter-donor redundancy.

	Nokia
	No
	Agree with ZTE. Prefer non-UE associated procedure. 
The traffic is not related to the boundary node and the SN may not have the context for the descent IAB under the boundary node.

	Huawei
	See comment
	Too early to touch the stage 3 issue, agree with CATT, we should focus on the information to be exchanged between two donors first. 

	Ericsson
	Partly agree
	Similar as above, this should be discussed for the non-topred case as well.
We agree with the new Xn procedure should be UA – the backhaul RLC CHs from the new parent to the boundary node are a part of boundary node context. Which procedures are needed should be FFS. 
So, the second bullet should be: “FFS on UA Xn procedures needed”

	LGE
	
	Check further to decide 



Summary:
9 companies participated. 
6 out of 9 support introduction of a new procedure. The views differ if this is UA or NUA.
3 out of 9 believe that further progress needs to be made on the information to be exchanged.
The moderator believes we can wait until we have made more progress on the information to be exchanged.

e) Boundary-node IP addresses:

R3-211942 (Samsung) proposes that the boundary node obtains an independent set of IP addresses from F1-terminating and non-F1-terminating node.

Q7e: Do you agree that the boundary node obtains an independent set of IP address from F1-terminating and non-F1-terminating donor?

	Company 
	Yes/No
	Comments

	QCOM
	Yes
	

	Samsung
	Yes
	

	CATT
	Yes 
	

	Fujitsu
	Yes
	

	ZTE
	Yes, but
	Not only the boundary node, but also the descendant nodes obtain separate set of IP address from F1-terminating and non-F1-terminating donor.

	Nokia
	Yes
	Agree with ZTE

	Huawei
	Yes, but
	For the inter-donor redundancy case, the answer is yes. And agree with ZTE’s comments
For the single connected case, the IP address of boundary node and its descendant IAB nodes should be obtained from the non-F1-terminating donor.

	Ericsson
	Yes
	

	AT&T
	Yes
	

	LGE
	Yes
	



Summary:
10 companies participated. All companies agree that for the redundancy case, the boundary node obtains an independent set of IP address from F1-terminating and non-F1-terminating donor. This is in line with a prior agreement:
Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node





















PHASE II: Convergence of PH1
4.2 	NRDC before or after F1
Proposal 2: For CP-UP separation scenario 1, the IAB-node can select a parent of the non-donor node based on IAB-supported indication in SIB defined in Rel-16.

4.3 	CP-UP separation vs. redundancy and F1-termination point 
Proposal 3a: RAN3 confirms RAN2 agreement that F1-C-over-RRC and F1-C-over-BAP should not be simultaneously supported on the same parent link.

Proposal 3b1: For OAM-based IP address allocation, the IAB-node determines indicates the F1-terminating donor node by signalling its IP address(es) to this donor node using the Rel-16 RRC-based signalling mechanism. The selection between CP-UP separation and redundancy is out-of-scope for OAM-based IP address allocation.

Proposal 3b2: For donor-based IP-address allocation, the MN determines the F1-termiating node.

Proposal 3b3: and Tthe F1-terminating node selects determines ifbetween CP-UP separation and or redundancy is used.

4.5 CU IP address determination 
Proposal 5a: The CU’s outer IP address can be configured via OAM.

4.6 	Inter-donor redundancy: Topology issues 
Proposal 6a: WA: boundary and descendent nodes may have a different F1-termination node.

Proposal 6b: RAN3 to support inter-donor redundancy among more than two donors for scenarios that have no boundary node chains. Other scenarios are FFS.

4.7 	Inter-topology transport
Proposal 7a: Inter-topology BAP routing option 4 is supported. 

Proposal 7b1: For inter-donor-routing options 4 and 5, it is RAN3’s understanding that the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
Proposal 7b2: The boundary-node’s two BAP addresses can have the same or different value.
Proposal 7b3: RAN3 to liaise RAN2 on agreements related to inter-donor BAP routing options 4 and 5. 

Proposal 7c: The F1-terminating donor sends to the non-F1-terminating donor QoS information with the granularity of per BH RLC CH or F1-U GTP-U tunnel for UP traffic or non-UP traffic type for non-UP traffic. . and/or per traffic type, where the traffic type includes F1-U GTP tunnel, F1-C association and non-F1 traffic. 
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