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1 Introduction

CB: # 1205_SONMDT_LoadBalancing

-  Topics to discuss:

  - PRB utilization per slice

  - separate GBR and non-GBR information

  - SUL load information

  - load metric for UEs in RRC Inactive

  - RRM policy ratios

  - Mobility Setting Change procedure

- Start with summary of offline, proceed to TPs if there are agreements

(Nok - moderator)

Summary of offline disc R3-212661
2 For the Chairman’s Notes (1st round)
Propose the following:

On the PRB reporting per slice, key observations from an operator:

· Slice quota is not going to change too frequently, not more often than MLB load reporting is provided. It may be therefore easily provided as part of the reporting.

· The information on the utilisation of GBR/nGBR is beneficial.

RAN3 agrees to enable reporting of utilised PRBs per slice, split to GBR/nGBR traffic, together with the total resource allocation per slice.

On the SUL reporting, majority prefers having per-SUL resource utilisation reporting, even though SUL is included already in the current CAC.
It is clarified that the UL Composite available capacity is the minimum value between capacity available for NUL and SUL.
WA: The number of inactive UE will be supported, once it is clarified how this can help MLB.
The discussion on enhancements to the Mobility Setting Change is to be continued. In particular, inter-service issues related to the per-slice mobility setting change and beam reporting from the UE are to be addressed.
The discussion on possible cell aggregation is to be continued.

Propose the following:

R3-20xxxa, R3-20xxxc merged

R3-20xxxc rev [in xxxg] – agreed

R3-20xxxd rev [in xxxh] – agreed

R3-20xxxe rev [in xxxi] – agreed

R3-20xxxf rev [in xxxj] – endorsed

Propose to capture the following:

Agreement text…

Agreement text…

WA: carefully crafted text…

Issue 1: no consensus

Issue 2: issue is acknowledged; need to further check the impact on xxx. May be possible to address with a pure st2 change. To be continued…
3 Discussion

3.1 Per-slice resource reporting

At the last meeting, it was agreed to report utilised percentage of resource utilisation per slice – it was left FFS how the reporting is to be executed and if the reported resources are to be split into GBR and non-GBR resources. Now, the proposals are as follows:

1) In a contribution co-signed by numerous companies, including 3 operators, it is proposed to report momentary PRB utilisation (GBR & nGBR) per slice [1-3]. The same is proposed in [6].

2) Two proposals propose reporting both, the utilised PRBs and the RRM quota of resource assigned to a slice: 

a. in [10], only these two values are proposed to be reported per slice;

b. in [13-15], an operator proposes the information to be further split into shared, prioritised and dedicated resources.

3) Alternatively, it is proposed to report PRB utilisation as percentage of the total available quota, but without exposing the quota (RRM policy) – in [11-12].

Question 1-1: Selection of the solution 1/2/3: considering growing popularity of the solution proposing reporting utilised PRBs (common part for solutions 1 & 2), can companies agree for reporting resources per slice as the percentage of PRBs utilised in given slice?

	Company
	Comment

	Nokia
	Yes, we shall adopt reporting of utilised resources (PRBs), as proposed in our paper. 

Possible split for GBR/nGBR may be left FFS at this moment (see the question 1-3 below).

	CMCC
	Yes. Utilised radio resource (PRB usage) has been clearly defined and has proven to be useful in current network. And we do not see strong motivation why we need to change such definition to available percentage for per slice PRB load metric.

	Deutsche Telekom
	Yes, clear preference to report utilized PRB resources.

	KDDI
	Yes.

	BT
	Yes, agree to adopt utilized PRB

	ZTE
	Yes, the percentage of utilized PRBs is appropriate to represent the load status per slice.

	NEC
	Yes, as the current step, agree on PRB per slice reporting as a relative value with splitting into GBR and non-GBR traffic.

	LG
	Yes.

	China Unicom
	Yes, agree to adopt the utilized PRB.

	Ericsson
	NO. 

Here are reasons why the solution based on representation of utilized PRBs does not work.

· If we want to represent PRBs utilized per slice as a percentage of something, we need to know what that something is. If PRB utilization per slice is e.g. 30%, what is not clear is “30% of what”? 

· The reason to signal load information to a neighbour node is to let that node know what is the capacity available in a cell. Knowing the capacity utilized can only be useful if this leads to an understanding of the available resources in the cell. Without knowing the overall capacity available for the slice, a representation of utilized PRBs per slice is of no use.

In summary, Solution 1) does not allow to know the amount of available resources per slice at a target cell.

We would like to point out that the solution in 3) allows to derive the available number of PRBs per slice, which is what Solution 1) also aims for. In Solution 3) the available PRB metric is expressed as a percentage of the total PRBs usable in a cell, which is already signalled as part of the Load Metrics. 

	Huawei
	It is difficult to reach consensus in a step-wise manner here. For example, we prefer 2a and could accept 1 or 3, but 2b is not agreeable. 
We think solution 1 is somewhat limited (as explained by Ericsson). Solution 2a and 3 is rather similar. Solution 3 express available resources per slice per cell and solution 2 would express the same when two IEs are combined (usage, assigned PRB per slice and cell). Solution 2b discloses further details based on OAM policy. But it should be understood that this policy is being "translated" by RRM and is not an exact match of the poly. There could for example be situations where the PRB is not the limiting factor for achieving one of the slices. 

We would propose to look for a complete solution.


Question 1-2: Do the companies consider that reporting utilised (solutions 1 & 2) or available resources (solution 3) per slice require also reporting per-slice resource quota to estimate if load balancing action is possible?

	Company
	Comment

	Nokia
	For solution group 1 & 2, this would be helpful (as explained in [10]), but not critically needed. Therefore, solutions 1 & 2 can work also without the info on the allocated resources. 

However, for solution 3, this information is critically needed: without it, any value different than ‘0’ (see [11]) is absolutely meaningless: it is a percentage without any reference. Therefore, if solution 3 is selected, RAN3 must enable also reporting the overall per-slice resource quota.

	CMCC
	Yes. It is necessary to report per slice resource quota together with the utilized radio resource.

Since we’ve agreed that the PRB usage per slice is the percentage with respect to the total cell capacity, if we don’t know the per slice resource quota, there is a possibility that the node reporting lower PRB usage may actually has fewer free PRBs that can be used for a specific slice.

As an example, assuming there are two potential target nodes, both of which have a total of 100 PRBs and support slice 1. For node 1, the resource quota for slice 1 is 50 PRBs, and 25 PRBs out of 50 have been used; while for node 2, the resource quota for slice 1 is 30 PRBs, and 20 PRBs out of 30 have been used. 

Then node 2 will report a lower PRB usage than node 1 for slice 1. However, the amount of free PRBs that can be used by node 1 (25 PRBs) is larger than node 2 (10 PRBs).

So in our understanding, reporting per slice quota is necessary to help the source node to make the right choice on the target.

	Deutsche Telekom
	From an operator’s perspective the additional transfer of per-slice resource quota would help to improve the solutions listed under items (1) & (2).

	KDDI
	Yes.

We share the view with CMCC.

	BT
	For all solutions it would be beneficial, but for me it is still unclear what would be the reference in solution 3 for the slice resource quota.

	ZTE
	The  per-slice resource quota could be considered, but may be not an essential factor.

	NEC
	

	China Unicom
	Yes, we support to report per-slice resource quota with PRB usage.

	Ericsson
	Before the long digression below, it is important to state that we are not favourable to exchanging RRM policies per slice. 

These policies can be changed dynamically even on a short time scale, making them unsuitable to report for load metrics calculations. 

Besides, fulfilment of a policy happens over an un-specified time scale. Namely, if the policy says e.g. “30% dedicated resources are allocated to S-NSSAI 1” it is up to implementation to select the time window over which this 30% is calculated. There could be times when 0% resources are given to S-NSSAI1, while other times when 100% resources are assigned, so long as, over the implementation-specific time window, the allocated percentage is achieved. It is therefore immediately evident that relying on signalling of RRM policies per slice, becomes a non interoperable and not efficient solution. Indeed, this solution is not feasible. 

There is a lot of confusion on this topic. Let’s try to clarify.

There are at least two ways to understand how many PRBs a cell can serve in total:

1) The first method is by looking at the Served Cell Information: here information like, e.g., UL/DL NR Frequency Info and UL/DL Transmission Bandwidth, allow to derive the total PRBs in the cell

2) By looking at the Cell Capacity Class Value, which indicates on a linear scale the total capacity of a cell

Solution 3) intends to express the available PRBs per slice as a percentage of the Total PRBs in the Cell calculated as explained above. 

Given that the total PRBs in the Cell can be derived today, without standard changes, Solution 3) does not need to reveal the resource quota per slice. 

The information given by Solution 3) would be, for example: “the available PRBs for S-NSSAI 1 is 30% of the total PRBs in the cell”. Hence Solution 3) works without revealing per slice RRM policies.

For Solution 1) (and solution 2) PRB utilization is used. Namely, the solution can express that “For S-NSSAI 1, 30% of PRBs are utilized”.

But 30% of what? In order to quantify how much capacity is left in the cell for a slice, the maximum amount of resources for the slice needs to be known. Hence, Solution 1 can only work if RRM policies per slice are revealed.

On a more constructive side, we should ask if companies agree that the ultimate goal is to understand what is the capacity available in a cell for a slice, so that mobility load balancing can be triggered 

If this can be agreed, then we know what a solution should produce as a result. 



	Huawei
	Sympathizes with Ericsson. This translation (policy->PRB assignment) is up to RRM. It can change quickly, also depending on other bottlenecks in the system, and the receiving node shall not read too much into this or trying to understand the policy behind it. 

With this understanding, we proposed solution 2a, where the indication on assigned PRB per slice and cell is used. It should however be clearly understood that this cannot be directly translated into the OAM policy. 

Solution 3 would only require a single value to indicate available PRB, whereas solution 2a would require at least a pair. 

Solution 2b ties the signaling to the OAM policy. This is not a good design. Note that this has already been discussed for CA and was discarded.


Question 1-3: Do companies consider that reporting utilised (solutions 1 & 2) or available resources (solution 3) as split into:

· dedicated/prioritised/shared resources is necessary?

· GBR / nGBR resources is necessary?

	Company
	Comment

	Nokia
	As explained in [1], we think the split into GBR/nGBR info is beneficial. The split for de dedicated/shared/prioritised resources is interesting, but not critically needed at this point.

	CATT
	Report on dedicated/prioritised/shared resources is preferred which provide detailed information on per slice resource usage.

	CMCC
	Both splits are beneficial.

On one hand, without the split of dedicated/prioritized/shared resources, the source may not make the most appropriate choice on the potential target node. Since the shared resources can also be used by other slices, even though two potential target nodes report that same PRB usage for slice 1, the source will prefer to choose a target which allocates more dedicated/prioritized resources for slice 1. Without such split, the source is unable to choose the potential target wisely.

On the other hand, the split of GBR and nGBR provides the source another dimension in terms of services which is more than the radio resource itself. And such split has been used in our current network and proven to be useful.

	Deutsche Telekom
	The split into GBR/non-GBR resources is seen as very beneficial, as it delivers important insights into the service type of utilised resources that has to be considered in MLB. Therefore, it should be included into the final solution to be approved.

The additional split into dedicated/ prioritised/ shared resources would further improve the solutions under item (1).

	KDDI
	We share the view with Nokia.

The split of GBR and nGBR is beneficial and should be considered.

The split of  dedicated/prioritised/shared can be discussed later if needed.

	BT
	We think the split between GBR/nGBR is required to provide the type of load in the target. 

The split for dedicated/shared/prioritised resources could provide a further breakdown but it could be discussed if this level of detail is currently required for MLB.

	ZTE
	For the dedicated/prioritised/shared resources, as in real deployment, the slices are often shared to support different services, we see the benefits based on the Solution 1).

For GBR/non-GBR resource, we think using the same type of information as the load per cell is beneficial for comparison of the load information at different levels.

	NEC
	Splitting into GBR and non-GBR traffic is beneficial and is consistent with other current radio resource reporting. 

Possible ways to perform more detailed PRB per slice reporting including separate reporting per resource type (dedicated/prioritized/shared) could be beneficial.

	LG
	Similar view with Nokia.

	China Unicom
	Support for both splits.

The split of GBR/non-GBR resources is obviously to support. 

For network deployment, it is also beneficial to support the split of dedicated/prioritised/shared resources.

	Ericsson
	There is no need to signal details on dedicated/prioritised/shared (and not allocated) resources, nor on GBR/non-GBR resources.

For dedicated/prioritised/shared (and not allocated) resources it has been explained in the previous section why such information is not suitable for MLB signalling purposes. We understand the good will of companies seeing benefit in signalling such information, but RRM policies have never been subject of standardisation in detail and they should remain so. Signalling RRM policies per slice with the intention of achieving an unequivocal understanding of how resources are used in a cell is unrealistic and it only leads to a non –interoperable solution.

Signalling of GBR/non-GBR resources would make sense if the RRM policies per slice accounted for per GBR/non-GBR shares of resources. This is not the case. 

TS28.541 only defines RRMPolicyRatios per slice. It is up to the RAN implementation and to the priority of bearers whether the resources allocated to a slice are fully occupied by GBR or non-GBR services. Therefore, what information can a receiver deduce from knowing the percentage of GBR and non GBR resources occupied per slice?

Further, signalling such percentage of occupied GBR/non-GBR resources per slice, incurs in the same problems of Solution 1), namely, this is a percentage with respect to what?

We do not see how a solution based on GBR/non-GBR resource utilisation indication can work.



	Huawei
	See previous response.


3.2 NUL and SUL reporting

This was discussed already at the last meeting, but the only decision made addressed the existing information: currently reported resources take into account SUL resources. 
At this meeting, several companies propose to support separate load information for SUL:

1) In [4-5, 7-9], it is proposed to report separately PRBs utilised for SUL.

2) In [10], in addition to PRBs, also CAC per SUL is proposed to be reported.

Question 2-1: Do companies acknowledge that separate reporting of PRBs per SUL is necessary?

	Company
	Comment

	Nokia
	As already discussed, SUL load has hardly any impact on load balancing. It has already been agreed that the current load info (CAC in particular) does take SUL into account.

	CATT
	It is beneficial.
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Without a separate metric on SUL, Cell #1 will either offload both indoor UEs and outdoor Ues toward Cell #2, causing more imbalance of load on NUL, or offload both indoor Ues and outdoor Ues toward Cell#3, causing more imbalance of load on SUL.

The only method to prevent such suboptimal behaviour is to introduce separate metric(s) w.r.t. SUL.

	CMCC
	Share similar view with CATT that reporting separate SUL PRB usage is necessary for the source to choose the most appropriate target node, which decreases the possibility of HO failure.

	Deutsche Telekom
	Reporting of SUL PRB utilization should be supported.

	NEC
	We believe SUL reporting is needed for load balancing.

It has been shown in different contributions that without SUL reporting wrong load balancing HO decisions could be done.

Also, in previous meeting in RAN3 #111e meeting significant majority of companies, including operators, expressed interest in reporting load per SUL.

	LG
	Similar view with CATT and NEC.

	Ericsson
	As mentioned at the previous meeting, the target node of a Load Balancing action is the node that decides whether an incoming UE, moving towards one of its cells for load balancing reasons, is in range of SUL coverage and whether it will be served by NUL or SUL. It needs to be pointed out that the source node does not even know if SUL coverage is available for a UE moving to a target cell.

For this reason there is no benefit in sending to a source RAN node information on SUL capacity, as there is no certainty that a) SUL is available and b) the UE will be served on SUL.

As stated by Nokia, it has already been agreed that the current load info (CAC in particular) does take SUL into account

	Huawei
	The purpose of load balancing is selecting UEs that are likely to be accepted by the target node. As explained by CATT the current load figures does not give the full picture. Although the source node does not know whether a specific UE will be served by SUL, the source node is in a position of selecting UEs to be moved. The source cell can use the information on SUL load to tweak the MLB. 


Question 2-2: Do companies consider that additionally to PRB reporting, also CAC of SUL shall be reported?

	Company
	Comment

	Nokia
	Not needed.

	CMCC
	It could be beneficial.

	Ericsson
	Not needed

	Huawei
	CAC is also reflecting radio resources. Hence, the CAC should also reflect SUL separately.


3.3 Enhancements to the mobility setting change

Two companies propose amendments to the Mobility Setting Change procedure:

1) In [10], mobility setting change per slice is proposed.

2) In [11-12], mobility setting change per beam is proposed.

Please, provide your comment on the proposal 1 above:

	Company
	Comment

	Nokia
	Yes, we are interested to discuss it further, but concerns raised at the last meeting about UEs having different services (in different slices) shall be addressed.

	CMCC
	OK to further discuss. Another issue that may need to be discussed is whether MSC per slice also has OAM impact (maximum deviation on trigger per slice? Mimimum time to trigger handover per slice?).

	Deutsche Telekom
	Ok to further discuss. There is the need to clarify the handling of UEs based on interrelation between slice and service type inside a slice (1:1 or 1:N) as raised by Nokia.

	BT
	Yes, we support mobility setting per slice, if agreeable there should be further discussion on the configuration, using only applying an offset may be limiting.

	ZTE
	No strong opinion, and the benefit needs to be further discussed.

	LG
	Further discussion is needed.

	China Unicom
	OK to further discuss.

	Ericsson
	In our view Mobility Setting Change is a service independent tool. Namely this is a tool used to shift load for a given coverage area, without changing the actual RS coverage. For this reason we are favourable to discuss the proposal further, but we need to better understand the scenario of MSC per slice and its implications on radio performance.

	Huawei
	In our paper, we propose a set of solutions for mapping from a slice set to a mobility parameter.
One is to include S-NSSAI/HO trigger mapping as an ordered list. This means the N-NSSAIs of a UE is compared with the list and the highest match translates into a HO trigger. This solution felt like a reasonable trade-off between complexity and flexibility and would enable to set different HO trigger for a few, possibly extra sensitive, services.

There are other options, like sending the S-NSSAI used for setting HO trigger in the HO preparation or mapping out all possible S-NSSAI combinations but these solutions get quite complex.


Please, provide your comment on the proposal 2 above:

	Company
	Comment

	Nokia
	At the last meeting, it was explained the solution would help select the least loaded beam. However, even if there is a beam-specific offset, the source has to wait until the UE reports it – there is no beam-specific triggering event. Therefore, the mechanism may not very efficient.

	CMCC
	OK to further discuss.

	Deutsche Telekom
	Approach by proposal 2 seems beneficial but requires more detailed discussions on realization and achievable gains.

	ZTE
	No strong opinion, and the benefit needs to be further discussed.

	LG
	Further discussion is needed.

	China Unicom
	OK to further discuss.

	Ericsson
	We support the solution.

As explained in [11] the changed of the MSC on a per SSB area allow mobility actions towards specific SSB areas in a target cell. That is because the source RAN can trigger moility towards a target cell only when the SSB measurements reported by the UE fulfil the MSC thresholds established by source and target RAN. There is, in fact, no need for a per SSB mobility event to make use of the solution.

	Huawei
	Similar view as NOK. 

Further, the MSC builds on suggesting a change for your neighbor and (optionally) and explain the corresponding change the sender will perform. The idea behind this is to maintain the hysteresis to avoid ping pong. But the proposed solution does not at all follow this principle. Instead the solution seems to be targeting trying to control mobility towards the target cell. But the load information per SSB is already exchanged. Hence the source cell already knows whether a target SSB is suitable or not.


3.4 Reporting the load of cells that may be configured as additional resource for the UE

Two companies propose (continuation from the last meeting) that a node should be enabled to obtain load information related to cells that may possible augment capacity of the reporting cell:
1) In [7], it is proposed to report load of possible PSCells that may be configured for the UE.

2) In [11-12], it is proposed to report which cells may possibly be aggregated.

Please, provide your comment on the proposal 1 above:

	Company
	Comment

	Nokia
	Too complicated. 

Including load of any possibly usable PSCell may create prohibitively huge signalling: DC operation is per UE, so there may be many possible SNs for each UE. 

Also, the benefit would be achieved only if the PSCell changes after a HO, which is not always the case.

	CATT
	Similar to the case of SUL, exchanging a separate metric for NR load between eNBs is beneficial:
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Without a separate metric on NR load, E-UTRA Cell #1 will either offload both legacy LTE UEs and EN-DC capable UEs toward E-UTRA Cell #2, causing more imbalance of load on NR, or offload both legacy LTE UEs and EN-DC capable UEs toward E-UTRA Cell#3, causing more imbalance of load on E-UTRA.

Nevertheless we acknowledge the concern over message size if the NR cell load status is included in a per-NR-cell manner. Introducing only a “composite NR load” metric is also acceptable for us, but it need to be a separate metric.

	Deutsche Telekom
	More discussion needed about trade-off between complexity/usability and gains of such solution(s).

	ZTE
	Share the view with Nokia and DT, the benefit seems to be not enough with respect to the potential complexity.

	Ericsson
	Agree with Nokia. 

	Huawei
	Agree with NOK


Please, provide your comment on the proposal 2 above:

	Company
	Comment

	Nokia
	This is interesting, but the gain for load balancing is unclear: resource aggregation is RRM policy, so may not be static enough to allow for MLB actions, while static information on “possible” aggregation tell nothing about the situation when MLB is needed.

So, this is not a very useful solutions.

	CATT
	It is useful but some update is needed.

Could be further discussed.Some comments:

We cannot agree with it as it has impact on LTE legacy UEs, as shown in the tabular above.

An eNB may falsely offload a LTE legacy UE toward an E-UTRA cell where the load of this cell itself is very high while the “aggregated NR load” is low (so the load it exchanges over X2 is “medium”), which can happen if many LTE legacy UE is within that target E-UTRA cell.

Nevertheless, if the aggregated load is introduced as a separate metric, we can agree with it.

	BT
	This could be useful extra information for MLB, okay to discuss further.

	Ericsson
	In reply to CATT, a source node would be informed of the cells that can be used for resource aggregation. The source node would also know the nature of those cells (LTE or NR) and the capabilities of the UE. Therefore the souce node can derive:

1) If the UE is capable to support resource aggregation 

2) If there are cells with available capacity that could used for resource aggregation for this UE

Hence, the information proposed in [11] could be useful to take better mobility decisions, although it is true (as Nokia mentioned) that it is not certain whether a UE will be configured with resource aggregation at the target.
[CATT] We are interested with your proposal. Would you please clarify how the source node derives bullet 2), i.e. “if there are cells with available capacity”?

	Huawei
	Agree with NOK


3.5 Reporting the number of inactive UEs

A company proposes that a node should be enabled to provide the number of stored UE contexts to enable a load metric related to the UEs in RRC_INACTIVE mode [11-12].

Please, provide your comment on the proposal above:

	Company
	Comment

	Nokia
	We acknowledge this metric is not available on X2/Xn, but also its benefit is very questionable: it concerns UEs that do not use any radio resources. Practically, it tells about memory utilisation at the reporting node.

So, this is not a very useful solutions.

	CMCC
	We see benefits of introducing such metric which provides additional control plane load.

	Deutsche Telekom
	Based on current information we see some benefits, but usability of that metric needs further discussion. 

	KDDI
	We share the view with CMCC.

	BT
	Could be beneficial and should be discussed further to understand the limitation.

Could it be assumed that the number of RRC inactive users would be proportional to other load metrics?

	ZTE
	The benefit of this metric can be observed as one complementary factor to the current load metric(e.g. Number of Active UEs), and the details could be further discussed.

	China Unicom
	Support to report number of inactive UEs, share the same view with CMCC and ZTE.

	Ericsson
	We think this metric is beneficial.

The metric gives an idea of the remaining “capacity” in terms of UEs that can be moved to Inactive. If a source RAN node serves a UE with a traffic pattern that calls for frequent Inactive transitions, that source node would benefit in knowing whether, at a given target cell, the UE can still be sent to Inactive.

Additionally, this metric can be used to deduce information on number of available RRC connections. Assuming that Inactive UEs resume, at least in part, in the same serving cell, it can be deduced what is the “real” RRC connection capacity at the target. Namely, a node with many Inactive UEs and few available RRC connections is likely to use those remaining RRC connections to serve Resuming UEs.

	Huawei
	Agree with NOK.

Inactive UEs are inherently difficult to predict. Even if we know the #inactive in one node it is not easy to map this to potential resource usage once the UE moves to active. This is somewhat similar to the discussions in the past on counting idle UE to know "potential" load and also the discussion on controlling idle mode mobility parameters separately from active mode.


4 Conclusion, Recommendations [if needed]

If needed
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