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1. Introduction
The general AI functional framework was discussed during RAN3#111-e. In R3-211275 [1], the summary of the offline discussion was presented, this paper tried to have further discussions on the remaining open issues with more clarifications.
2. Background
The following was excerpted from the chairnotes of RAN3#111-e, the issues are mainly about feedback among different function blocks, the rest of the paper tries to have further analysis and some suggestions were proposed.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Open issues:
- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.
- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
- Postpone the discussion on other open issues proposed by R3-210617.
- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.
- Postpone the discussion on detailed description of use case to next meeting.
- whether Actor and Subject of action should be in one box or separate
- whether model training achieves feedback from action directly
- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
- whether to remove Model performance feedback from Model inference to Model training
 To be continued...
3. Discussion
In the last meeting, the group agreed that the AI framework is described from a functional point of view. This is because for one certain functionality in one use case, corresponding location may be different in the network. For example, the data used for energy saving may be collected from CU, DU or OAM, etc., and data collection shows the data collecting process for model training or model inference. Therefore, the data collection is more suitable for the AI framework described from a functional point of view, because it is simpler and it does not point to physical deployment.
Observation 1: Data collection is more suitable for the AI framework described from a functional point of view.
Another question is whether we need to change the “data collection” to “data collection and preparation”. A typical model training architecture is shown below. The data preparation may include the data pre-processing and feature engineering. The data pre-processing is to discard privacy, irrelevant and redundant information or noisy and unreliable data. The feature engineering includes feature extraction/ normalization and feature selection. The feature extraction is to derive feature values. The feature normalization is to transform the sample data set from one range to another. The feature selection is to determine the most relevant features in order to prevent over-fitting or under-fitting.
[image: ]
However, the data preparation always highly depends on the model design, and there is no common processing method. For example, the stopping criteria for selecting the best subset of features in Wrapper methods (e.g., forward selection, backward elimination, Bi-directional elimination) are usually pre-defined such as when the performance of the model decreases or a specific number of features has been achieved. Another example is the Embedded methods (e.g., regularization, tree-based methods), where the feature selection is blended as part of the learning algorithm thus having its own built-in feature selection methods.
Observation 2: Data preparation highly depends on the model design, and there is no common processing method.
Therefore, we propose to keep the “data collection” in the figure. For some scenarios where the data preparation is decoupled from the ML models and deployed in the different entities (e.g., separate the data for training and inference purposes), we can capture the data preparation with the text description.
[bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]Change “data sources” to “data collection” in the figure and capture data preparation with text description.
The principle is also applied to the model training and model inference, which shows the functionality of each step and the related input/output.
Proposal 2: 	Change “model training host” to “model training”, and change “model inference host” to “model inference”.
For the structure of actor and subject of action, we agreed to describe the AI framework from a functional point of view. To make the functional AI framework simple and straightforward, the separate “Actor” and “Subject of action” boxes can be merged into one block (e.g. Action). Action is enough to represent the entity that receives the output of ML model (inference result) and executes the solution according to its policy.
In addition, the single “Action” box does not prevent from supporting action in different network nodes. Actually, the action based on the output of the model inference needs to be discussed case by case. For example, the UE mobility prediction is typically used for the mobility robustness optimization, while the cell load prediction can be used for energy saving and load balancing. 
Proposal 3: 	Combine “actor” and “subject of action” into one single box “action”.
During the last meeting, some issues related to the “performance feedback” and “model performance feedback” are still remains as below.
	Open issues:
- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
- whether model training achieves feedback from action directly
- whether to remove Model performance feedback from Model inference to Model training



For the feedback about the performance and the model performance, the following issues should be considered:
· As the data to be used for AI, the action could provide the network performance to the data collection. The network performance here refers to the actual network performance after applying the AI/ML-based solution, such as the KPI parameters or QoS parameters. This is usually to be used to determine the prediction accuracy. If the prediction is not good, the ML model needs to be updated, or the policy based on the inference output needs to be updated. In this case, the performance feedback could be used as new input for model training to update the ML model, or as new input for model inference to generate appropriate outputs..
Observation 3: Performance feedback from action to data collection should be kept.
· Model performance feedback is used for transferring the model performance from the model inference to the model training. For example, it is used by the model training to learn new knowledge from new training data. However, there is no good understanding about the model performance by the model inference itself. This is typically done after the action is taken when the model can be evaluated. In this case, the model performance feedback can be transferred from data collection to model training to support online training or reinforcement learning.
Observation 4: Model inference could not provide the model performance feedback to the model training without the help of action.
· Data collection is responsible for collecting all types of data, and it can be located in any entities providing the data related to the AI. Action is one of the entities. Therefore, the data collection does already support the transferring performance feedback from action to model training or model inference, and model performance feedback from model inference to model training. There’s no need to duplicate model performance feedback from model inference to model training, and performance feedback from action to model training.
Observation 5: Data collection is responsible for collecting all types of data related to the AI.
Therefore, we propose to remove the model performance feedback harrow. We also propose to describe the data collection function in further details.
Remove the “model performance feedback” arrow.

Another FFS is about whether to change model training to model training (online/offline). Online model training is a method of machine learning in which data becomes available in a sequential order and is used to update the best predictor for future data at each step. Offline model training is a method of machine learning which generates the best predictor by learning on the entire training data set at once. However, as per the group agreement that a model details are up to the implementation, the model is a black box, hence it is difficult to perform the online model training without the details of the model. 
Even the model training can be online or offline, the current TR 37.817 already supports the two cases. Therefore, in order to make the AI framework figure brief and focus on the main functions description, there is no need to change the model training to model training (online/offline).
	ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.



There is no need to change the model training to model training (online/offline).

In [2], the data provision policy (e.g., when and how to provide the training data) from model training to data collection is proposed to be added into the current AI framework. From our understanding, it is beneficial for the data collection to follow such policy. For example, the data collection only needs to provide the requested type of data, or the data in the requested time interval [start…end], or the data above the reporting threshold, to the model training, where the signalling / data traffic can be reduced.
However, in our view, the policy is nothing special, and it is just a traditional way of collecting data. For example, in the Resource Status Reporting Initiation procedure, the Report Characteristics IE is used to indicate the type of objects that the target node shall perform measurements on, and the Reporting Periodicity IE is used to indicate the periodicity for the reporting of periodic measurements. In addition, the AI framework aims to show the entire functions for RAN intelligence rather than the signalling design.
Therefore, we propose that there is no need to add the data provision policy in the AI framework. It can be discussed in the use cases.
There is no need to add the data provision policy in the AI functional framework. Instead, it can be discussed in the use case.

The AI framework should be generic enough to accommodate different approaches. Hence, the detailed description of each function should be provided, including:
· Data collection: it may also include the data preparation function; the data collection function may collect the data from model inference and action.
· Action: one or more subjects of action may be taken based on the output of the model inference.
· Model training: include the online model training and offline model training.
· Data provision policy: the data collection function may provide the requested data based on the data provision policy received from model training or model inference.
Add description of each box in the AI functional framework, including data collection, action, model training and model inference.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we propose the following:
Observation 1: Data collection is more suitable for the AI framework described from a functional point of view.
Observation 2: Data preparation highly depends on the model design, and there is no common processing method.
Observation 3: Performance feedback from action to data collection should be kept.
Observation 4: Model inference could not provide the model performance feedback to the model training without the help of action.
Observation 5: Data collection is responsible for collecting all types of data related to the AI.
Proposal 1:	Change “data sources” to “data collection” in the figure and capture data preparation with text description.
Proposal 2:	Remove the “model performance feedback” arrow.
Proposal 3:	There is no need to change the model training to model training (online/offline).
Proposal 4:	There is no need to add the data provision policy in the AI functional framework. Instead, it can be discussed in the use case.
Proposal 5:	Add description of each box in the AI functional framework, including data collection, action, model training and model inference.
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[bookmark: _Toc55814333]4.2	Functional Framework
Editor Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.


[image: ]
Figure 4.2-1: Functional Framework for RAN Intelligence
Editor Note: figure is FFS.
Data collection may also include the data preparation function to prepare the training data and/or inference data, e.g. data pre-processing, feature engineering.
Data collection may collect the model performance feedback from Model inference. 
Data collection may collect the performance feedback from Action.
Data collection may provide the requested data based on the data provision policy received from Model training or Model inference.
One or more subjects of action may be taken based on the output of the model inference.
Model training may be the online training or offline training.
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