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1
Introduction

A Release 17 new study item entitled “Study on enhancement for data collection for NR and EN-DC” was approved in RAN#88 and was updated at RAN#89 [1]. 
The high-level framework was first discussed at RAN3 #110 e-meeting, a basic functional framework with some FFS was agreed and captured in the TR 37.817. Further refinement on the framework was performed at RAN #111 e-meeting under the basket sub-AI. However, not much progress was achieved. 
In this paper, we further discuss the AI enabled functional framework based on the inputs to email discussion at last meeting and intend to achieve some convergence on the framework.

2 Discussion
At last meeting only one agreement was achieved and even more FFS were identified for further study.
Work on the description of each box in the AI functional framework at next meeting.

Open issues:

- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.

- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.

- Postpone the discussion on other open issues proposed by R3-210617.

- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.

- Postpone the discussion on detailed description of use case to next meeting.

- whether Actor and Subject of action should be in one box or separate

- whether model training achieves feedback from action directly

- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.

- whether to remove Model performance feedback from Model inference to Model training

By reviewing the summary in the past meetings, it is found that a group of companies agree with partial of the arrows and boxes, but are not fine with others, while the other group just have the opposite views. Moreover, one company may think about something totally different about the data sources. It is hard to converge on one framework by just discussing the open issue one by one. 
Lacking of clear description of each box and different views on whether there is common pool to handle all the data are the main two points hindering the convergence of the framework.
In this paper, we are trying a different approach by proposing two functional framework alternatives with clear description of each box, instead of addressing each open issue listed above solely. Hope we could converge on one of the alternatives finally.
2.1
Alternative 1
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Figure 1 Functional framework: alternative 1

Note 1: The Action function could be further decomposed of actor and subject of action if needed.
Description of each box and interaction between the boxes as listed as below,
· Data Collection & Preparation: A function which collects data, performs data pre-processing, and provides the training and inference data to model training and model inference function
· Model Training: A function which performs ML online/offline training, generates ML model and sends the ML model to ML inference function
· Model Inference: A function which performs ML inference, generates the inference results and sends the results to action function. The model performance feedback can be provided by ML inference to ML training to trigger the ML model re-training.
· Action: A function which generates the network optimisation policy based on ML inference results and executes the policy, or executes the policy directly generated from ML inference function. The function could be further decomposed of actor and subject of action if needed.

· Actor: A function which hosts the ML-assisted solution by using the ML inference results.
· Subject of action: A function which is configured, controlled, or informed as result of the ML-assisted solution.

· Model performance feedback: The evaluation of model effectiveness.

· Performance feedback: The evaluation of actual network performance after applying ML-assisted solution.

2.2 
Alternative 2

[image: image2.emf]Data 

collection&

preparation

Model training 

Model inference

Training data 

& model 

performance 

feedback

Inference data

Output

Model 

deployment/

update

Performance feedback

Output

Data provision 

rules 

Actor

Subject of action

Action

Action

…

Subject of action

Action


Figure 2 Functional framework: alternative 2
Note 1: The Action function could be further decomposed of actor and subject of action if needed.
Description of each box and interaction between the boxes as listed as below,
· Data Collection & Preparation：A function which collects data, performs data pre-processing, and provides the training, model performance feedback and inference data to model training and model inference function. The collected data includes training data, inference data, performance feedback and output of model inference function. 
· Model Training：A function which performs ML online/offline training, generates ML model and sends the ML model to ML inference function. Model training function also provides the required data rules to Data Collection & Preparation function, including data content, format, periodicity, etc. 
· Model Inference：A function which performs ML inference, generates the inference results and sends the results to action function. The model inference results can be provided to data collection & preparation function to assist it generate model performance feedback.
· Action: A function which generates the network optimisation policy based on ML inference results and executes the policy, or executes the policy directly generated from ML inference function. The results can be provided to data collection & preparation function in the form of performance feedback
· Actor: A function which hosts the ML-assisted solution by using the ML inference results.
· Subject of action: A function which is configured, controlled, or informed as result of the ML-assisted solution.
· Model performance feedback: The evaluation of model effectiveness.

· Performance feedback: The evaluation of actual network performance after applying ML-assisted solution.

Proposal 1: RAN3 try to select one alternative as the functional framework and made further refinement if needed.
Proposal 2: Agree on the TPs to the AI framework in the annex.
3 Conclusion
The following observations and proposals are made,
Proposal 1: RAN3 try to select one alternative as the functional framework and made further refinement if needed.

Proposal 2: Agree on the TPs to the AI framework in the annex.
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Figure 4.2-1: Functional Framework for RAN Intelligence
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Figure 1 Functional framework: alternative 1

Note 1: The Action function could be further decomposed of actor and subject of action if needed.
Description of each box and interaction between the boxes as listed as below,
· Data Collection & Preparation: A function which collects data, performs data pre-processing, and provides the training and inference data to model training and model inference function
· Model Training: A function which performs ML online/offline training, generates ML model and sends the ML model to ML inference function
· Model Inference: A function which performs ML inference, generates the inference results and sends the results to action function. The model performance feedback can be provided by ML inference to ML training to trigger the ML model re-training.
· Action: A function which generates the network optimisation policy based on ML inference results and executes the policy, or executes the policy directly generated from ML inference function. The function could be further decomposed of actor and subject of action if needed.

· Actor: A function which hosts the ML-assisted solution by using the ML inference results.
· Subject of action: A function which is configured, controlled, or informed as result of the ML-assisted solution.

· Model performance feedback: The evaluation of model effectiveness.

· Performance feedback: The evaluation of actual network performance after applying ML-assisted solution.


---------------------------------------------------------TP based on alternative 2---------------------------------------------------------
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Figure 2 Functional framework: alternative 2
Note 1: The Action function could be further decomposed of actor and subject of action if needed.
Description of each box and interaction between the boxes as listed as below,
· Data Collection & Preparation：A function which collects data, performs data pre-processing, and provides the training, model performance feedback and inference data to model training and model inference function. The collected data includes training data, inference data, performance feedback and output of model inference function. 

· Model Training：A function which performs ML online/offline training, generates ML model and sends the ML model to ML inference function. Model training function also provides the required data rules to Data Collection & Preparation function, including data content, format, periodicity, etc. 

· Model Inference：A function which performs ML inference, generates the inference results and sends the results to action function. The model inference results can be provided to data collection & preparation function to assist it generate model performance feedback.
· Action: A function which generates the network optimisation policy based on ML inference results and executes the policy, or executes the policy directly generated from ML inference function. The results can be provided to data collection & preparation function in the form of performance feedback

· Actor: A function which hosts the ML-assisted solution by using the ML inference results.
· Subject of action: A function which is configured, controlled, or informed as result of the ML-assisted solution.
· Model performance feedback: The evaluation of model effectiveness.

· Performance feedback: The evaluation of actual network performance after applying ML-assisted solution.




Figure 4.2-1: Functional Framework for RAN Intelligence


PAGE  
6

_1681135113.vsd
Data collection&preparation


Model training 


Model inference


Training data


Inference data


Output


Model deployment/
update


Model performance
feedback


Performance feedback


Actor


Subject of action


Action


Action


…


Subject of action


Action



Data sources
Model training host
Model inference host
Actor
Subject of action
Subject of action
Training data
Inference data
Output
Action
Action
Model deployment/
update
Model performance
feedback
Performance feedback
…



_1681135088.vsd
Data collection&preparation


Model training 


Model inference


Training data & model performance feedback


Inference data


Output


Model deployment/
update


Performance feedback


Actor


Subject of action


Output


Data provision rules 


Action


Action


…


Subject of action


Action



