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1 Introduction
In last RAN3 meeting, the issues related to inter-donor topology redundancy has been discussed, and the following agreements were achieved [1]:
To support CP-UP separation, the node terminating F1 interface for the IAB-node determines the transfer path of F1-C traffic

In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

- Scenario 1: the IAB node is multi-connected with 2 Donors.

- Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.
The F1-terminating donor initiates the traffic offload to the other donor’s topology.
To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

The boundary IAB node belongs to two topologies of two donor CUs.

Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node.

In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic.

The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.
In this contribution, we will continue the discussion for remaining issues related to the inter-donor topology redundancy for R17 IAB.
2 Discussion
2.1 Inter-donor redundancy scenario
As listed in the introduction part, RAN3 has agreed to support the two scenarios for inter-donor topology redundancy:

- Scenario 1: the IAB node is multi-connected with 2 Donors.

- Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

As shown in Figure 1, a complex topology redundancy scenario which involves more than two donors has been raised in the contribution [2], and RAN3 has no consensus on such scenario during the offline discussion in RAN3-111e meeting. Theoretically, the scenario of transport via two or more boundary node may exist, but such scenario seems will make the inter-donor redundancy more complicated. Since we haven't reach consensus on how to achieve inter-donor routing across two concatenated network, we suggest to deprioritize such complex scenario before we have progress on the two donor based redundancy case.
Proposal 1: RAN3 prioritize the inter-donor topology redundancy under two IAB donor CUs, and deprioritize scenarios which should involve more than two IAB-donor-CUs.
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Figure 1. IAB topology redundancy across multiple (more than 2) donors 

2.2 MN/SN terminated bearer for the inter-donor topology redundancy.
For a single connected UE which connects to an IAB node, if the IAB node is dual connected to two IAB donors, the UE may establish some MN terminated MCG bearer , as well as some SN terminated MCG bearers. The details of the two kinds of mentioned bearers are depicted and indicated by the red ellipse in Figure 2[3] and Figure 3. In fact, the two kinds of supported UE bearers for the IAB inter-donor scneario, is similar to the existing scenario that an UE connects to one gNB-DU and can establish both MN terminated MCG bearer and the SN terminated SCG bearer. 
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Figure 2.Network side protocol termination options for MCG, SCG and split bearers in MR-DC with 5GC
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Figure 3. Traffic offloading for UE’s MN terminated bearer and SN terminated bearer
As shown in the Figure 3, if the Donor 1 is UE’s MN and Donor 2 works as UE’s SN, the UE’s MN terminated bearers may be forwarded via the leg 1 or leg 2, and the UE’s SN terminated bearers may be forwarded via the leg 3 and leg 4.  
RAN3 has agreed that “The F1-terminating donor initiates the traffic offload to the other donor’s topology” in last meeting. Based on our understanding, this agreements mainly focus on the F1-C traffic and the F1-U traffic which carries MN terminated bearers of UE. So based on such agreements, it is easy to confirm that the MN will determine whether an MN terminated bearer is forwarded via the leg 1 or leg 2. However, for the SN terminated bearers, the F1-U terminating donor is SN rather than the MN, it is unclear whether SN or MN determines which path (leg 3 or leg 4) will be used for SN terminated bearers. So RAN3 need more discussion on which node determines the traffic offload for the SN terminated bearers. 
Proposal 2: RAN3 confirms that it is MN’s decision to determine whether initiate the traffic offloading for MN terminated bearers. FFS on whether it is MN or SN’s decision for SN terminated bearers.
2.3 Procedure for IAB topology redundancy.
The following two scenarios for the inter-donor topology redundancy procedure are discussed but marked as to be continued since there is no consensus in last RAN3 meeting:

F1 termination point of the boundary node and descendant node(s) in the following scenarios:

- Case 1: When the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor)

- Case 2: When the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet) 
Case 1 for inter-donor topology redundancy.
For case 1, the IAB-DU’s F1 has been set up towards an IAB-donor, and then adding IAB-MT’s SCG for topology redundancy. In such case, there is no strong motivation to change the F1-C terminating point, so the F1-C terminating donor should still be the MN of the IAB node. 
Proposal 3: In case F1 is setup first and then adding IAB-MT’s SCG, the F1-C terminating CU is the IAB-MT’s MN.
The Procedure for IAB-node setup inter-donor redundant path for case 1 is shown in Figure 4. Generally, the procedure includes 3 high-level phases, which are:

Phase 0：IAB node integration via the MN. The IAB-DU setup will be finished after the phase 0.

Phase 1：SN addition for IAB-MT. 

Phase 2：Configuration update on the redundant path, and F1 traffic migration to new path.

The detailed procedure can be found in the appendix part. 
Proposal 4: RAN3 take the following 3-phases high level procedure as baseline for case 1 (F1 setup before establishing NR-DC) of inter-donor topology redundancy, and agree the detailed procedure shown in appendix.
· Phase 0：IAB node integration via the MN. The IAB-DU setup will be finished after the phase 0.

· Phase 1：SN addition for IAB-MT. 

· Phase 2：Configuration update on the redundant path, and F1 traffic migration to new path.

Case 2 for inter-donor topology redundancy.
While for the case 2 of inter-donor redundancy, an issue is how to determine whether the SN or the MN should be served as the IAB-donor of the dual connecting IAB-node. As we know that, in R16, the IP address of IAB-donor-CU is provided by OAM to the IAB node, just same as the existing mechanism for a gNB-DU to obtain gNB-CU’s IP address. The same mechanism should be reused for the R17 also, i.e., the IAB node will obtain its donor-CU’s IP address from OAM, so which gNB (MN or SN) will serve as the IAB donor should be decided by the OAM by implementation. For example, the OAM can decide whether the MN or the SN of the IAB node works as the IAB donor, considering the IAB-donor capability of the two gNBs, the network planning of operator’s strategy, etc.  
Proposal 5: In case of NR-DC is setup for the IAB-MT first and then the setup the F1 for the IAB-DU, the F1-C terminating CU is determined according to the IAB-donor-CU’s IP address, which is provided by the OAM. 
So with case 2, the procedure for establishment of inter-donor redundant path should include the following phases:
Phase 0: IAB-MT setup NR-DC towards two gNBs.

Phase 1: IAB node obtain donor CU’s IP address from OAM.
Phase 2: IAB node obtain its own IP address, and the default BAP configuration. In this phase, the BAP configuration across the upstream BH links may also be updated for the dual-connecting IAB node.

Phase 3: IAB-DU setup (including TNL association establishment, IPsec negotiation, F1 setup)

Proposal 6: RAN3 take the following 4-phases high-level procedure as baseline for case 2 (F1 setup after establishing NR-DC)  of inter-donor topology redundancy: 

· Phase 0: IAB-MT setup NR-DC towards two gNBs.

· Phase 1: IAB node obtain donor CU’s IP address from OAM.

· Phase 2: IAB node obtain its own IP address, and the default BAP configuration. In this phase, the BAP configuration across the upstream BH links may also be updated for the dual-connecting IAB node.

· Phase 3: IAB-DU setup (including TNL association establishment, IPsec negotiation, F1 setup)
Issue for procedure for CP-UP separation of inter-gNB topology redundancy.
Considering the CP-UP separation scenarios using NR-DC which have been agreed to be supported in R17 in previous meetings, it is possible that only one gNB (among the MN and the SN of the IAB-MT) can serves as the IAB-donor, and another one just provide NR Uu interface in its served CG. Generally, we found that the high level procedure of the case 1 in clause 2.3.1 and case 2 in clause 2.3.2 also applicable for the case that only one gNB serves as IAB-donor.
Observation 1: The high-level IAB NR-DC procedures for case 1 and case 2 of inter-donor topology redundancy also can also apply for the CP-UP separation scenario where only one gNB serves as IAB-donor.
And for the CP-UP separation, RAN3 has agreed that the F1-C traffic can also be carried via the NR RRC messages case, so an remaining issue is whether an IAB-node is allowed to setup its F1 interface towards the IAB-donor-CU using the non-donor path, i.e. the messages for IAB-DU setup (including TNL association establishment, IPsec negotiation, F1 setup) can be forwarded via the NR RRC carried in non-donor CG. Such issue is worth to be further discussed.
Proposal 7: RAN3 to discuss whether an IAB node is allowed to setup its DU part over NR RRC carried in non-donor CG, in the scenario of only one gNB among its MN and SN works as the IAB donor.
2.4 Inter-donor routing supporting across the two topologies
The routing across two topologies controlled by two different IAB donors is discussed in RAN3-111e meeting[1], and the following options for are considered. 

· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
RAN2 also start to discuss the BAP routing across the inter-donor CU topologies at the email discussion post RAN2-113e meeting. According to the output of the RAN2’s email discussion [4], the option 4 and option 5, which are two candidates for concatenated routing solutions got relatively large amount of support, and some companies think that the option 5 are RAN3 related solution and should be discussed by RAN3. So, we will provide some further analysis for option 4 and option 5 of the BAP routing solution, and also discuss the BH RLC channel mapping at the boundary node for the concatenated routing solution.
BAP routing ID determination at the boundary node
Essentially, the option 4 and option 5 are similar, both relying on the BAP routing ID modification at the boundary node. These two solutions allow each IAB donor to assign BAP routing ID in their own topology independently. The only difference is which information is used to determine the new BAP routing ID at the boundary node. For option 4, at the boundary node, the old BAP routing ID used in the previous topology and carried in the received BAP data PDU is used to derive the new BAP routing ID which is to be used in the next topology. While with option 5, the IP header information carried in the received BAP data PDU will be used instead. 

As shown in Figure 4, some traffic of IAB node 4 and IAB node 5 will be transmitted across two topologies which are controlled by IAB-donor-CU1 and IAB-donor-CU2 respectively. The traffic of IAB node 4 will use the path indicated by the green bold line, and the traffic of IAB node 5 will use the path indicated by the red bold line. Apparently, the green bold path and the red bold path will share the same routing path in the topology controlled by the IAB-donor-CU2 (i.e. the topology 2). So, theoretically, the same BAP routing ID can be used in the topology 2 to carry the traffic of the two different IAB nodes, but in topology 1 (the topology controlled by the IAB-donor-CU1), two different BAP routing ID should be used to identify the two different segmented paths between the boundary node (i.e. node 3) and the traffic terminating/originating IAB node (node 4 and node 5). 

Then, we will face an issue that the boundary node (e.g. IAB node 3) is not able to differentiate the packets to different destination node in next topology with the same BAP routing ID in option 4. For example, the IAB node 3 may receive two different BAP data PDUs from IAB node 2 with the same BAP routing ID, one carrying a packet to IAB node 4, and another carrying a packet to IAB node 5. If the rewriting is based on the BAP routing ID in the incoming BAP data PDU, then IAB node 3 cannot differentiate the two BAP data PDUs which are destined to different IAB nodes. To solve such issue, the option 4 must have additional requirement for BAP routing assignment in the topology 2, e.g. allocating different BAP routing IDs in topology 2 for packets targeted to different destination nodes even if a common path will be used in the topology 2 for these packets. The drawback is obvious since the IAB donor CU2 need to allocate multiple BAP routing IDs to a same routing path in its own topology, this will reduce the actual available path ID space and will limit the IAB deployment scale. Comparatively, if using option 5, such issue will be avoided, since the IP header info (at least the destination IP address) contained in the two different BAP data PDUs will be different, so it is easy for the IAB node 3 to derive different new BAP routing IDs based on the IP header before forwarding the packets to topology 1. 

Consider that the option 4 has relatively higher rank score in the email discussion[3] than the option 5, and take the above analysis into consideration, we still suggest to consider both option 4 and option 5 to solve the inter-donor topology routing. 
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Figure 4. Example of inter-donor topology routing

Observation 2: the BAP Routing ID based re-writing seems inefficient in terms of path ID consumption in case different traffic flows use the same routing path in the first topology but are routed to different destinations in the second topology.
Proposal 8: For the new BAP routing ID determination at the boundary node, RAN3 agrees option 5 (i.e. IP header based re-writing), other solutions e.g. solution 4 is FFS.
BH RLC CH mapping at the boundary node

Another issue which is important for the inter-donor routing across two different topologies is how to perform the egress BH RLC CH selection at the boundary node. For the concatenated routing, there are also at least two candidate solutions: 

Solution A: Based on the ingress BH RLC CH (similar to the BH RLC CH mapping at intermediate IAB nodes in R16). Obviously, such solution is easy to support 1:1 mapping from UE DRBs to BH RLC CHs across two separate topologies. However for the N:1 mapping case, the UE bearers mapped to same ingress BH RLC CH will always be forced to be aggregated into the same egress BH RLC CH at the boundary node.   

Solution B: Based on the IP header information (e.g. Dst. IP address, DSCP, flow label, etc.). Such solution is relatively flexible, as all packets has opportunity to be remapped to separate egress BH RLC CHs even if they have been aggregated in a same ingress BH RLC CH. With such flexibility, the diversified QoS requirements of different traffic flows can be guaranteed with finer granularity if the subsequent link(s) is(are) able to provide different BH RLC CHs with refined QoS parameters.

The solution A for egress BH RLC CH determination can be considered as a complementary solution of option 4 for the BAP routing ID determination at the boundary node, since both of them will use BAP related information. While the solution B corresponds to option 5 for the BAP routing ID determination because both of them relies on IP header information. It is natural to use matched solutions (e.g. either use BAP related info, or use IP header info) for BAP routing ID determination and egress BH RLC CH selection.
Observation 3: With the solution using ingress BH RLC CH to egress BH RLC CH mapping at the boundary node of two topologies, for N:1 bearer mapping, the UE bearers aggregated into an ingress BH RLC CH cannot be separated to different egress BH RLC CHs in the second topology.
Observation 4: BAP routing ID determination and egress BH RLC CH selection at the boundary node should follow the same principle, i.e. either based on BAP related info or based on IP header info.

Based on the above analysis, we suggest RAN3 to agree solution B for the egress BH RLC CH selection.
Proposal 9: For the bearer mapping at the boundary node, RAN3 agree to adopt IP header to egress BH RLC ID mapping.
Other issues for the inter donor routing
Besides the BAP routing ID determination and the BH RLC CH mapping, the following issues are also related to the inter-donor routing and worth to be discussed.

· Open issue 1: BAP address for the boundary node

In R16, each IAB node is allocated with one BAP address from the donor CU. For the boundary node, it belongs to two topologies controlled by different CUs, so it is unclear whether the boundary IAB node should be allocated with two different BAP addresses from two donor CUs. If with two different BAP addresses, will the two BAP address be used for different purposes? For example, one is used to identify the traffic terminated at the boundary node, and the other may be used to identify the traffic to be forwarded in next topology. But such differentiation of traffic can also be achieved by other means even with only one BAP address, e.g. using separate BAP path IDs, or using Destination IP address to differentiate.  
· Open issue 2: Which BAP address should be added at the access IAB node and the donor-DU

As we know, the boundary node will perform BAP routing ID re-writing for the concatenated inter-donor routing. A remaining issue is which BAP address will be added by the entrance node to add the BAP header in the first topology. For example, for the UL traffic, the access IAB node may add the boundary node’s BAP address or directly add the IAB donor-DU’s BAP address in the BAP header. For the DL traffic, similar issue (e.g. whether to add the destination IAB node’s BAP address, or the boundary node’s BAP address) need to be clarified for the IAB-donor-DU.
· Open issue 3: Traffic differentiation at the boundary node.

Another issue is how to enable a boundary node to differentiate the traffic to be forwarded to another topology and the traffic to be routed in its own topology. For example, in figure 1, if IAB node 3 is dual connected to IAB node 1 and IAB node 2, there may be some UL traffic from IAB node 4/5 to be forwarded to the IAB donor CU 1 via IAB node 1. At the same time, there is also some UL traffic from IAB node 4/5 to be forwarded to the IAB donor CU1 via the IAB node 2. It is unclear how will the IAB node 3 differentiate the two kind of traffic flows. Moreover, for the DL traffic, if the traffic being transmitted via the boundary node will use the BAP address of the boundary node in the first topology (relates to the open issue 2), it is unclear how can the IAB node 3 differentiate the traffic terminates at itself and the traffics to be forwarded to another topology. So the traffic differentiation is also worth to be discussed.

Open issue 4: QoS division across the two topologies.
In R16 IAB, it is the donor CU who determines the E2E QoS requirement of an F1 traffic (e.g. for F1-U traffic, determine the QoS parameters) and determine the QoS division across the multiple BH links (e.g. determine the QoS parameter for BH RLC channel in each BH link). For the inter-donor path, there should be one donor CU to determine the E2E QoS and how to divide it for each IAB network fragment of the whole inter-donor BAP path, then the QoS of the network fragment may be divided into QoS per BH link for further step by the fragment’s corresponding CU. For F1-U traffic, the QoS parameter is provided for the F1-U terminating CU, so it is straightforward to let the F1-U terminating CU determine the QoS division. More details should pending the progress of the discussion of inter-donor routing and BH RLC CH mapping at the boundary node.
Proposal 10: The F1-U terminating CU determines the QoS requirement division among the two topology segmentation, for inter-donor routing case. Details of how to achieve the QoS division are FFS, pending progress on the inter-donor routing and BH RLC CH mapping at the boundary node.
The above 3 open issues (open issue 1-3) for the inter-donor routing are RAN2 territory, so RAN2 should be notified.
Proposal 11: RAN3 inform RAN 2 to discuss the following issues:

· Whether one or two BAP addresses should be allocated to the boundary node for inter-donor routing.

· The BAP address in BAP header added by the access node and IAB-donor-DU, for the inter-donor routing traffic (e.g. the BAP address of the real destination or that of the boundary node). 

· For upstream traffic, how boundary node to differentiate the traffic to be further routed in CU1’s topology from the traffic to be routed to CU2’s topology; 

· For downstream traffic, how boundary node to differentiate the traffic terminated at the boundary node from the traffic to be routed to another topology. 
3 Conclusion
In this paper, we discuss some issues related to inter-CU topology redundancy, then we get the following observation and proposals:

Observation 1: The high-level IAB NR-DC setup procedures for case 1 and case 2 of inter-donor topology redundancy also can also apply for the CP-UP separation scenario where only one gNB serves as IAB-donor.
Observation 2: the BAP Routing ID based re-writing seems inefficient in terms of path ID consumption in case different traffic flows use the same routing path in the first topology but are routed to different destinations in the second topology.
Observation 3: With the solution using ingress BH RLC CH to egress BH RLC CH mapping at the boundary node of two topologies, for N:1 bearer mapping, the UE bearers aggregated into an ingress BH RLC CH cannot be separated to different egress BH RLC CHs in the second topology.
Observation 4: BAP routing ID determination and egress BH RLC CH selection at the boundary node should follow the same principle, i.e. either based on BAP related info or based on IP header info.

Proposal 1: RAN3 prioritize the inter-donor topology redundancy under two IAB donor CUs, and deprioritize scenarios which should involve more than two IAB-donor-CUs.

Proposal 2: RAN3 confirms that it is MN’s decision to determine whether initiate the traffic offloading for MN terminated bearers. FFS on whether it is MN or SN’s decision for SN terminated bearers.
Proposal 3: In case F1 is setup first and then adding IAB-MT’s SCG, the F1-C terminating CU is the IAB-MT’s MN.

Proposal 4: RAN3 take the following 3-phases high level procedure as baseline for case 1 (F1 setup before establishing NR-DC) of inter-donor topology redundancy, and agree the detailed procedure shown in appendix.

· Phase 0：IAB node integration via the MN. The IAB-DU setup will be finished after the phase 0.

· Phase 1：SN addition for IAB-MT. 

· Phase 2：Configuration update on the redundant path, and F1 traffic migration to new path.

Proposal 5: In case of NR-DC is setup for the IAB-MT first and then the setup the F1 for the IAB-DU, the F1-C terminating CU is determined according to the IAB-donor-CU’s IP address, which is provided by the OAM. 
Proposal 6: RAN3 take the following 4-phases high-level procedure as baseline for case 2 (F1 setup after establishing NR-DC) of inter-donor topology redundancy: 

· Phase 0: IAB-MT setup NR-DC towards two gNBs.

· Phase 1: IAB node obtain donor CU’s IP address from OAM.

· Phase 2: IAB node obtain its own IP address, and the default BAP configuration. In this phase, the BAP configuration across the upstream BH links may also be updated for the dual-connecting IAB node.

· Phase 3: IAB-DU setup (including TNL association establishment, IPsec negotiation, F1 setup)
Proposal 7: RAN3 to discuss whether an IAB node is allowed to setup its DU part over NR RRC carried in non-donor CG, in the scenario of only one gNB among its MN and SN works as the IAB donor.
Proposal 8: For the new BAP routing ID determination at the boundary node, RAN3 agrees option 5 (i.e. IP header based re-writing), other solutions, e.g. solution 4 is FFS.
Proposal 9: For the bearer mapping at the boundary node, RAN3 agree to adopt IP header to egress BH RLC ID mapping.
Proposal 10: The F1-U terminating CU determines the QoS requirement division among the two topology segmentation, for inter-donor routing case. Details of how to achieve the QoS division are FFS, pending progress on the inter-donor routing and BH RLC CH mapping at the boundary node.
Proposal 11: RAN3 inform RAN 2 to discuss the following issues:

· Whether one or two BAP addresses should be allocated to the boundary node for inter-donor routing.

· The BAP address in BAP header added by the access node and IAB-donor-DU, for the inter-donor routing traffic (e.g. the BAP address of the real destination or that of the boundary node). 

· For upstream traffic, how boundary node to differentiate the traffic to be further routed in CU1’s topology from the traffic to be routed to CU2’s topology; 

· For downstream traffic, how boundary node to differentiate the traffic terminated at the boundary node from the traffic to be routed to another topology. 
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Appendix: Text Proposal for TS38.401

START OF CHANGE
8.2.X
Inter-CU topological redundancy procedure
The inter-CU topological redundancy procedure enables the establishment and release of redundant paths in the IAB-topology with different IAB-donor-CUs. The topological redundancy uses NR-DC for the IAB-MT. 
Figure 8.2.X-1 shows an example of the inter-CU topological redundancy procedure, for an IAB topology, where one IAB-node, referred to as the dual-connecting IAB-node, has two paths towards the IAB-donor via different IAB-donor-DUs. In this example, the IAB node integrates the networks first and setup F1 interface with MN, then its MT part performs SN addition using NR-DC procedure. The procedure has the following steps:
Phase 0：IAB node integration via the MN

0. The IAB-node performs integration towards the MN via the first path. This part can refer to the Standalone based IAB integration procedure as specified in R16.
Phase 1：SN addition for IAB-MT

1. The dual-connecting IAB-MT sends a MeasurementReport message to the first parent node IAB-DU. This report is based on a Measurement Configuration the dual-connecting IAB-MT received from the MN IAB-donor-CU before.
2. The first parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the MN IAB-donor-CU to convey the received MeasurementReport.
3. MN IAB-donor-CU send SN ADDITION REQUEST to SN IAB-donor-CU.

4. The SN IAB-donor-CU sends the UE CONTEXT SETUP REQUEST message to the second parent node IAB-DU, to create the UE context for the dual-connecting IAB-MT and to set up one or more bearers. These bearers can be used by the dual-connecting IAB-MT for its own signalling, and, optionally, data traffic. 

5. The second parent node IAB-DU responds to the SN IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message.
6. SN IAB-donor-CU respond SN ADDITION REQUEST ACKNOWLEDGE to MN IAB-donor-CU.

6a. For SN terminated bearers of the dual-connecting IAB-MT using MCG resources, the MN IAB-donor-CU provides Xn-U DL TNL address information in the XN-U ADDRESS INDICATION message.
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Figure 8.2.x-1: Procedure for establishment of inter-donor redundant path in IAB topology
7. The MN IAB-donor-CU sends a DL RRC MESSAGE TRANSFER message to the first parent node IAB-DU, which includes a generated MN RRCReconfiguration message. The MN RRCReconfiguration message includes the SN RRC configuration message, without modifying it. The RRCReconfiguration message may contain one or more TNL address(es) for the dual-connecting IAB-DU, which are anchored at the second-path IAB-donor-DU. The IAB-donor-CU can proactively obtain these TNL addresses from the SN IAB-donor-CU. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the allocated TNL address is the outer IP address. 
8. The first parent node IAB-DU forwards the received RRCReconfiguration message to the dual-connecting IAB-MT.

9. The dual-connecting IAB-MT responds to the first parent node IAB-DU with an RRCReconfigurationComplete message, including an SN RRC response message for SN.

10. The first parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the MN IAB-donor-CU, to convey the received RRCReconfigurationComplete message.

11. The MN IAB-donor-CU informs the SN IAB-donor-CU that the dual-connecting IAB-MT has completed the reconfiguration procedure successfully via SN RECONFIGURATION COMPLETE message, including the SN RRC response message, if received from the dual-connecting IAB-MT.

12. A Random Access procedure is performed at the second parent node IAB-DU.

13. The MN IAB-donor-CU may send the SN STATUS TRANSFER to the SN IAB-donor-CU, if needed.
Phase 2：Configuration update on the redundant path, and F1 traffic migration to new path..

14. The SN IAB-donor-CU configures BH RLC channels and BAP-layer route entries on the second path between dual-connecting IAB-node and second-path IAB-donor-DU. These configurations may be performed at an earlier stage, e.g. immediately after step 4. 

15. The new TNL addresses allocated in step 7 (if any) are added to the dual-connecting IAB-DU’s F1-C association(s) with the MN IAB-donor-CU. The dual-connecting IAB-DU may obtain new UL BH information on the second path for F1AP messages.
16. The MN IAB-donor-CU may migrate the F1-U tunnels it has with the dual-connecting IAB-DU from the first path to the second path via the UE CONTEXT MODIFICATION REQUEST message. 
17. The dual-connectivity IAB-DU replies with a UE CONTEXT MODIFICATION RESPONSE message to the MN IAB-donor-CU.
18. MN may perform data forwarding to SN for some SN terminated bearers or QoS flows moved from the MN if needed, and update of the UP path towards the 5GC if applicable.
END OF CHANGE
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gsp:First Path[z3]{
sp:First parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe first path[z3];
sd:First path \nIAB-donor-DU[z3];
sidc:MN IAB-\ndonor-CU[z3];
};
gtp:Second Path[z3]{
tp:Second parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe second path[z3];
td:Second path \nIAB-donor-DU[z3];
tidc:SN IAB-\ndonor-CU[z3];
};
ngc:5GC[z3];
mi--sidc:0.IAB node integartion via first path[z2];
u<-mi<-sp<-si<-sd<-sidc: Downlink user data[z1];
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mi->sp:1.MeasurementReport[text.italic=yes,z2];
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sidc->tidc:3.SN ADDITION REQUEST[z2];
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tp->tidc:5.UE CONTEXT SETUP RESPONSE[z2];
tidc->sidc:6.SN ADDITION REQUEST ACKNOWLEDGE[z2];
sidc->tidc:6a.XN-U ADDRESS INDICATION[z2,line.type=dashed];
sidc->sp:7.DL RRC MESSAGE TRANSFER\n(\iRRCReconfiguration\i)[z2];
sp->mi:8.RRCReconfiguration[text.italic=yes,z2];
mi->sp:9.RRCReconfigurationComplete[text.italic=yes,z2];
sp->sidc:10.UL RRC MESSAGE TRANSFER (\iRRCReconfigurationComplete\i)[z2];
sidc->tidc:11.SN RECONFIGURATION COMPLETE[z2];
mi<->tp:12.Random Access procedure[z2];
sidc->tidc:13.SN STATUS TRANSFER[z2,line.type=dashed];
tp--tidc:14.Configuration of BAP route and mapping rules along the \nsecond path between dual-connecting IAB-node and the \nsecond path IAB-donor-DU via the second parent IAB-node. [text.font.face="Arial", text.size.normal=12];
mi--tidc:15.Addition of new TNL address(es) to dual-connecting IAB-node DU's F1-C associations.[text.font.face="Arial", text.size.normal=12];
sidc->mi:16.UE CONTEXT MODIFICATION REQUEST[z2];
mi->sidc:17.UE CONTEXT MODIFICATION RESPONSE[z2];
sidc--ngc:18.Data forwarding and Path update procedure[z2];
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