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1	Introduction
 A new Rel. 17 AI/ML study item RP-201620 “Study on Enhancement for Data Collection for NR and EN-DC” started in RAN3 #110-e. In RAN3 #110-e, the following agreements were made: 
- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
In this contribution we discuss the different types of information that will be needed for ML purposes. 
2	Discussion
Machine Learning (ML) will require a large amount of data to be collected by an entity to train an ML model. Data needed for ML will comprise both normal measurements, counters, KPIs as currently collected by the network, but also other data that is closely related to the type of ML model being trained or executed and the use case under consideration. The kind of ML-related information that needs to be sent over the interfaces depends on the underlying type of ML algorithm, namely whether it is supervised, unsupervised, or reinforcement learning. Therefore, in order to create a common framework and understanding of the types of algorithms under consideration we propose that proper definitions of those must be given.

Proposal 1: Define and introduce in TR 37.817 the 3 main categories of ML problems, namely supervised learning, unsupervised learning and reinforcement learning (TP in annex of this paper). 

ML will introduce new data in the network. This data may be different depending on the type of ML problem. We introduce some of this data next.
 
2.1 Historical Data
Historical data may include patterns, fluctuations, and other trends over a period in the past that can be useful for ML models when the future needs to be predicted. It comprises data that is collected and stored by the network into a repository to be reused for training purposes. To create sufficient and reliable statistical information the network will need to keep this data for longer periods of time (as compared to existing measurements). Historical data will need different treatment in that the network needs to reuse it in a standard manner. Historical data needs to have some properties, namely it needs to be
a) Registered: Data needs to be registered in a database so that it can be discovered and retrieved by a network node when needed.  
b) Discoverable: A node must be able to discover data that it may need in the repository.
c) Retrievable: When a network node determines that it wants to retrieve data it should be able to request it from the repository. 

In existing standards there exist no mechanisms to support historical data. Even if network has already retrieved some data, there are no methods to determine which data is already available to be re-used when needed. Thus, each data request results in a new, possibly expensive with respect to resources and time, data collection process. Introducing mechanisms to support Historical Data would save resources in the data collection process. Historical data is applicable for Supervised, Unsupervised and Reinforcement Learning problems.
Proposal 2: Study mechanisms to support historical data in the RAN, namely providing registration, discoverability and retrievability of already retrieved data. 

2.2. Prediction Information 
Prediction of measurements has been widely discussed as a method to improve performance. For example, prediction of UE trajectory or future locations can be useful to adjust Handover thresholds. Prediction of UE locations could further help network resource allocation for various use cases including energy saving, load balancing and mobility management. As another example, Handover decisions can be improved by using prediction information on the UE performance at the target cell. Energy saving decisions, taken locally at a cell, could be improved by utilizing prediction information on incoming UE traffic, as well as prediction information about traffic that may be offloaded from a candidate energy saving cell to a neighbour cell ensuring coverage. 

Predictions are different from normal measurements in that they may be very inaccurate. A prediction measurement is not meaningful without knowledge on the degree of its accuracy. Existing mechanisms cannot capture prediction information since there the accuracy component is missing. Prediction information is applicable for Supervised, Unsupervised and Reinforcement Learning problems.
Proposal 3: Study how to introduce relevant prediction information in the TR together with its required prediction accuracy.

2.3. Reward Information 
Rewards comprise essential input to Reinforcement Learning, since they comprise part of the feedback the agent receives when it takes an action. The goal of a Reinforcement Learning problem is to have the agent maximize a long-term reward (or minimize a long-term cost). The agent at each state uses a policy and takes an action. As a consequence, it receives an immediate reward/cost which may have “good” values or “bad” values depending on the experience after taking the action. The immediate and long-term rewards/costs depend on the use case under consideration. Therefore, to support Reinforcement Learning in the RAN, reward and cost information will need to be defined for the different use cases under evaluation (energy saving, load balancing, mobility enhancements/traffic steering). Rewards and Costs are use-case dependent and can be calculated in several ways by a gNB. For the sake of example, we discuss some examples next that relate to Handover and Conditional Handover (CHO) use cases.
a. Rewards can be calculated at a gNB when an event is successful: In such a case a gNB sends a (positive) reward when a Handover or Conditional Handover is successful. 
b. Costs can be calculated at a gNB when an event is not successful: In such a case a gNB sends a (negative) reward, also called “cost”. This could be the case when a Handover or Conditional Handover fails. Another possibility is to assign a smaller cost for cases that are undesirable, but that did not lead to a failure. This could be the case when a Conditional Handover is configured at a Candidate Target gNB, but the execution condition is not met for some UE. 

There are several options on what the exact value of a cost or reward can be and this depends on the optimization criterion and the use case. If the target is to maximize the number of successful handovers or Conditional Handovers, then the reward can be the number of successful handovers per action (e.g., per number of configured cells). In some other case, the objective may be to minimize the impact of a Conditional Handover at a Target gNB. In such a case the cost could be an (internal) calculation at the gNB of the impact of this Handover Configuration to it. Some other alternatives could be to regulate in the network the time duration of CHO reservations by different sources. In this latter case, the reward can be calculated as the time difference between the time duration of CHO reservations by a given source gNB towards a given Target gNB minus the respective time duration of the CHO reservation by other sources. This can provide information to a source about how much longer (or shorter) with respect to other sources its CHO reservations are towards a Target gNB. 

The notion of Reward is valid only for Reinforcement Learning.


Proposal 4: Study how to define rewards and exchange of rewards between neighbours in a standardized way. 

2.4. Necessary ML model Information 
Even though ML models are not in the scope of the SI, some aspects of an ML model may still need to be considered to help the network understand how to treat those. We list a few pieces of information on an ML model that could be useful to become available in the RAN:  
a) A model descriptor. This may comprise an index from a catalog entry or a model type. From the indexing or model type indication it should be known what the ML model applicability is. Model descriptor may also define a validity area where an ML model is relevant or valid. This area can be for example an area between two cells, Cell 1 and Cell 2, where a Handover is to be executed or a border between a capacity layer of a gNB and a coverage layer of a gNB where energy saving action is to be taken. A model valid for a Handover between Cell 1 and Cell 2 may not be valid for a Handover between Cell 3 and Cell 4 of the same or of a different gNB. In addition, ML model descriptor may include information regarding the protocol layers to which the model applies, e.g. PHY/MAC/RLC if the ML model is applicable for the gNB-DU for instance if the model is related to optimizing beam operations or RRC and above for the case the ML model is applicable for optimizing gNB-CU operations for instance if the model is related to optimizing mobility operations, energy saving, load balancing or traffic steering decisions.
b) Status: The status of an ML model may indicate whether the ML model is in training, execution or idle state. 
c) Model performance: May indicate  performance of a model in training with respect to e.g., a completion threshold (e.g., model is 80% trained). May also indicate performance of an ML model in execution and may further provide a comparison between ML and non-ML functionality.
d) Needed resources: Metadata may provide information on the needed computing power. It may for example indicate whether the ML model needs to be run on a super-computer, if performance accelerator is needed or if it has low resource requirements.  
e) Validity area: An ML model should not be trained or executed outside the defined validity area, which may span multiple cells. In case of split architectures, those cells may belong to one or more gNB-DUs managed by a single or multiple gNB-CUs. The validity area could be defined by OAM. For example, if the ML model needs to optimize handover operations in terms of e.g. reducing the number of too late handovers, the validity area may be defined to be those cells that observe a high number of radio link failures due to too late handover. In such a case the ML model is trained/executed over only those cells and it will be valid for execution on those cells. As another example, for energy saving use case, if the ML model is to optimize “switching-on” of a capacity cell, the validity area may be defined to be an area comprising “hot-spots” (or otherwise capacity cells) which are switched on on-demand when the ML model determines that coverage needs to be boosted to improve UE performance (e.g., in terms of throughput).
f) Validity time period: This may indicate the time period that an ML model is valid. During the validity time period, the ML model may be used by a network entity. ML model may be requested by the access node. After the validity time period expires the ML model may require retraining by the network. Retraining may also comprise training a partially trained ML model.  

Information on ML models would be applicable for Supervised, Unsupervised and Reinforcement Learning problems.

Proposal 5: Study mechanisms how to introduce minimal knowledge about an ML model that is being trained or executed in the RAN. 
3	Conclusion

Proposal 1: Define and introduce in TR 37.817 the 3 main categories of ML problems, namely supervised learning, unsupervised learning and reinforcement learning (TP in annex of this paper). 

Proposal 2: Study mechanisms to support historical data in the RAN, namely providing registration, discoverability and retrievability of already retrieved data. 

Proposal 3: Study how to introduce relevant prediction information in the TR together with its required prediction accuracy.

Proposal 4: Study how to define rewards and exchange of rewards between neighbours in a standardized way. 

Proposal 5: Study mechanisms how to introduce minimal knowledge about an ML model that is being trained or executed in the RAN. 
Annex - TP for TR 37.817
[bookmark: _Toc55814327]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc55814328]3.1	Terms
[bookmark: _Hlk70924050]For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.

Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.

[bookmark: _Toc55814329]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc55814330]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>

3.4 Types of ML problems
There exist 3 main categories of ML problems:
Supervised Learning: Category of Machine Learning algorithms that use labeled training data. Data comprises input vectors along with desired outputs. If the desired output is a continuous variable the problem is called regression. If the problem is to assign an input vector to one category taken from a finite number of possibilities it is called classification.
Unsupervised Learning: Category of Machine Learning algorithms that use unlabeled training data. Data comprises an input vector without any desired outputs. The aim is to discover similarities between the input data. One example of unsupervised learning is clustering where the objective it to cluster the data into groups with similar properties within the data.  
Reinforcement Learning: Category of machine learning where an agent learns the best strategy (i.e., the policy) by interacting with an environment. The agent can observe the environment, select and perform actions, and get rewards in return. In this way, the agent is able to learn the policy to optimize a long-term reward. A policy defines what action the agent should choose when it is in a given situation or state. 
