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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in [1], the study on AI/ML in RAN3 will focus on the following:
This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
[…]
a. [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
b. Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.
One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
This paper presents our view on the proposed energy efficiency use case.
[bookmark: _Toc461106288]Energy Efficiency Use Cases
The contribution considers both UE and RAN energy efficiency.
UE Energy efficiency
In order to apply configurations that improve UE energy efficiency (EE), the network must understand the actual UE power saving (PS) benefits expected, the NW capacity and QoS impacts, and use these trade-offs to determine which UE PS measures can be justified.
The standardized methods and broadly accepted UE PS models today allow the NW to qualitatively predict the benefits to UEs, but the NW lacks information on how a certain configuration actually affects the UE energy consumption. 
One standardized method is to let the UE recommend a desired EE configuration (e.g., DRX preference) to the network. However, in recommending an EE configuration, the UE cannot take into account network-level information, such as the traffic in the cell, which may lead to suboptimal choices. For example, the EE configuration proposed by the UE may achieve the desired UE PS at the expense of not fulfilling the UE QoS requirements, or it may lead to undesirable NW performance impact. At the same time, there may exist alternative EE configurations providing similar PS benefits, without any shortcoming, that the UE cannot foresee on its own.
Typically, EE configurations are based on the intuitive understanding that, e.g., a 100ms DRX duration will save more energy in comparison to only 50ms DRX duration, and in some cases models like those in TR 38.814 may allow to quantitatively estimating the benefit.  However, it is challenging to compare different EE configurations since the  achievable UE PS are strongly dependent on the UE design whose diversity and complexity cannot be properly captured by these simple models. Thus, the intuition for how other EE configurations may affect the UE power consumption, such as which bandwidth part, or component carrier(s) to use, is more complex. For example, will a limited UE bandwidth provide better PS than moving the UE to another carrier? Therefore, there is generally a wide uncertainty on which EE configuration is best. 
In order to apply AI/ML techniques at RAN level to determine the best EE configuration for a UE, it is essential to introduce tools to evaluate the effectiveness of the EE configuration applied to the UE and to provide such information to the network. Therefore, in order to support AI/ML for EE configurations, it is proposed to study new feedback information from the UE, concerning experienced power consumption with respect to the EE configurations applied to the UE, which the NW can use in order to train an AI/ML algorithm aiming to reduce the power consumption at the UE while maintaining good network performance.

Study UE energy efficiency performance feedback for enabling training of an AI/ML algorithm for selecting optimal energy efficiency configurations for UEs.

An AI/ML algorithm deployed for UE energy efficiency optimization purposes could, for example, aim at minimizing a UE power consumption metric given that the UE QoS requirements are met. The input such AI/ML algorithm could comprise are, for instance, both UE-related information (such as its preferred configuration, current UE power consumption level and potentially a UE forecast of its traffic) and network-related information (such as current load information and the delivered QoS level to the UE in question and to other connected UEs).
Once the UE is configured with a EE configuration chosen by a AI/ML algorithm, the UE could be configured to monitor the performance of the EE configuration, e.g. how good or bad to the EE configuration is terms of UE PS, and to report such performance to the network. An EE configuration for a UE could be evaluated, for instance, in terms of the UE consumed power upon the EE configuration is applied to the UE, which could be reported in absolute value or relative to a reference value. In alternative, the UE could report the performance of a EE configuration with a mechanism similarly to CQI reporting, that is, by reporting an index within a predefined range, e.g. an integer in , with  indicating a poor EE configuration (e.g., resulting in unsatisfactory UE PS) and indicating a very good EE configuration (i.e., resulting in high UE PS).  

To train a model that predicts optimal configurations for UE energy efficiency it is proposed to study an UE power consumption value signalled from UE to RAN, for example the power consumption with respect to a certain reference power consumption

A high level signaling example for the case described is shown in the figure below.
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Figure 1: Example of signalling exchange to enable AI/ML support for UE energy efficiency

A possible mapping of the use case to the AI/ML framework described in [1] can be the following:
· The Model training and inference host is at CU-CP of the serving RAN node, the Actor is at CU-CP of the serving RAN node, the data source is the UE providing training inputs and model performance metrics (in the form of energy consumption metrics) and inference inputs (in the form of preferred configuration and energy consumption metrics)


RAN energy efficiency
One attractive solution to cope with the increase in data traffic is densification either by adding more macro cells or small cells complementing the macro layer. Generally, mobile network deployments are dimensioned with respect to peak traffic demands. However, this extreme capacity is not needed all the time since traffic varies. From both a cost and energy consumption point of view, it is not optimal if additional booster cells or layers are operating all the time. 
Current NR design include the support of basic energy saving features. A gNB can turn on/off capacity cells to lower the energy consumption. However, one limitation of the current solution is that the gNB autonomously performs the decision without knowledge of the implication of the decision on neighboring nodes, and without taking into consideration the implication of the decision on the overall network energy consumption. The situation can get even worse if neighboring nodes take conflicting decisions. 
Another limitation of the current tools available for energy saving is that they are limited to de-activation of cells. With the beamformed and multi layered structure of radio transmission in NR, energy consumption may not only be achieved by de-activating cells, but also by reducing load in a given coverage area or changing a RAN node configuration for coverage and capacity. Hence, the need of further tools may be introduced, such as mobility events due to energy efficiency reasons.
The optimal EE decision depends on many factors including the load situation at different nodes, RAN nodes capabilities, KPI/QoS requirements, number of active UEs and UE mobility, cell utilization, etc. Hence, it is a challenging to optimize EE at RAN level using a rule-based approach. Machine learning is an interesting tool that can be used to maximize the energy efficiency of the network by collecting relevant information and using that information to provide a suitable action. With enough information, it is possible to reduce network energy consumption using a RAN-level solution, while maintaining coverage, capacity and quality of service. The input to the model could comprise information available internally at the node, and other information obtained from neighboring RAN nodes and UE assistance information and output an EE decision (e.g. offloading of UEs, deactivation/activation of capacity cell, adjusting node’s own configuration, etc.) and communicate that action to neighboring nodes. Neighboring nodes can provide feedback about how good the decision is from their own energy consumption perspective. Also, UE might feedback an indication that the performance requirements are not met, indicating that the network should adjust the EE decision.

Lack of energy consumption feedback from neighboring nodes makes it challenging to coordinate energy efficiency decisions. Hence, among the information to be collected from neighbouring RANs, exchanging metrics for energy saving/consumption at RAN level can increase the potentials for an ML assisted solution. One approach would be to introduce an actual or predicted energy consumption status that can be exchanged between RAN nodes. The RAN node would indicate that the performed/intended action is due to energy saving reasons, together with the energy consumption status. Such indications can help neighboring nodes gain better understanding about nodes’ energy efficiency preferences which can be taken in consideration when deciding on EE actions that might impact the energy consumption of the network. The receiving node may therefore predict what are the most appropriate actions to take in order to achieve an optimal energy efficiency configuration not only regarding the responding RAN node but also involving all the RAN nodes that might have exchanged energy consumption information with the RAN node. 

RAN3 to discuss Introduction of  RAN node energy efficiency assistance information for enabling training an AI/ML algorithm for selecting optimal network level power saving configurations. Energy efficiency assistance information may include, e.g., 
a. Extensions of the current “energy savings” cause used for cells deactivation to additional network functions, such as load balance, CCO, mobility etc.
b. Information of RAN node energy consumption indication (effective or predicted) in relation to a RAN node function (load balance, traffic offload, CCO config, Mobility action)

To reduce the energy consumption of a node, the node has to reduce either its served traffic or coverage, e.g. turn off capacity cells, or adjust its PHY layer configuration. Both of which can have a direct impact on the UE performance and experience. With further feedback from UEs, the RAN node can obtain a better understanding of the impact of certain energy related actions on the UE experience and consider that a factor when predicting a suitable action in the future. Assistance information that can be obtained from the UE may consist of UE traffic or mobility prediction which can impact the decision to offload the UE to another cell. Additionally, feedback information can be collected from UEs as a form of performance feedback to ensure that QoS is maintained regardless of the EE decision. 

RAN3 to study the benefits of introducing UE assisted information to improve RAN energy savings. Examples to be considered: 
c. UE traffic and/or mobility predictions
d. Performance feedback (e.g. QoS fulfillment) 

Figure 2 illustrates an example of signaling exchange to enable AI/ML support for RAN energy efficiency. The serving RAN monitors and collects assistance information from UEs such as traffic predictions, and from RAN such as load status, active UEs, QoS requirements, and energy consumption status RAN. Based on the collected data, the source node the serving node executes an ML algorithm and come up with an energy saving action that maximizes the energy efficiency of the network, while fulfilling the quality-of-service requirements. For instance, the node may signal the intention of offloading traffic for the purpose of achieving better energy efficiency. Together with such intention to offload traffic, the RAN node may signal the expected EE improvements to neighbor nodes. This information could be considered by the neighboring nodes to evaluate the overall EE achieved and to understand the intention of the traffic offloading from the source node. 
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Figure 2: Example of signalling exchange to enable AI/ML support for RAN energy efficiency 

A possible mapping of the use case to the AI/ML framework described in [1] can be the following:
· The Model training and inference host is at CU-CP of the source RAN node, the Actor is at CU-CP of the source RAN node, the data source is the UE providing inference inputs (in the form of predicted traffic metrics) and neighbour RAN nodes providing load predictions and Energy Efficiency feedback


Conclusion
In this paper use cases related with Energy Efficiency have been presented. The paper focussed on energy efficiency related to the UE and to energy efficiency related to the RAN.
The following proposals were derived:
1. Study UE energy efficiency performance feedback for enabling training of an AI/ML algorithm for selecting optimal energy efficiency configurations for UEs.
To train a model that predicts optimal configurations for UE energy efficiency it is proposed to study an UE power consumption value signalled from UE to RAN, for example the power consumption with respect to a certain reference power consumption
RAN3 to discuss Introduction of  RAN node energy efficiency assistance information for enabling training an AI/ML algorithm for selecting optimal network level power saving configurations. Energy efficiency assistance information may include, e.g., 
a. Extensions of the current “energy savings” cause used for cells deactivation to additional network functions, such as load balance, CCO, mobility etc.
b. Information of RAN node energy consumption indication (effective or predicted) in relation to a RAN node function (load balance, traffic offload, CCO config, Mobility action)
RAN3 to study the benefits of introducing UE assisted information to improve RAN energy savings. Examples to be considered: 
c. UE traffic and/or mobility predictions
d. Performance feedback (e.g. QoS fulfillment) 

A TP reflecting the proposals above is captured in section 4.
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[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814335]5.1	Use case 1
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Toc527969760][bookmark: _Toc18507][bookmark: _Hlk46760209]5.1.1	UE Energy efficiency Use case description
Editor Note: capture the description of use case
In order to apply configurations that improve UE energy efficiency (EE), the network (NW) must understand the actual UE power saving (PS) benefits expected, the NW capacity and QoS impacts, and use these trade-offs to determine which UE PS measures can be justified.
The standardized methods and broadly accepted UE PS models today allow the NW to qualitatively predict the benefits to UEs, but the NW lacks information on how a certain configuration actually affects the UE power consumption. 
The use case analysed in this section consists of enabling AI/ML models to utilize feedback information of the UE EE configuration impact in terms of PS. Improved EE at the UE while maintaining acceptable QoS levels and network performance is possible by increasing the understanding of the UE power consumption at the network.
The UE feedback information would be done over existing protocols such as RRC.

[bookmark: _Toc55814337]5.1.2	Solutions and standard impacts
An AI/ML model deployed for UE energy saving optimization purposes and located in the serving gNB-CU-CP, can use the feedback from the UE to derive new UE configurations that can reduce the energy consumption at the UE while maintaining good network performance. By continuously updating the AI/ML model with new UE power consumption data, it allows the network to provide improved EE configuration also for subsequent UEs.  The input to the model could comprise both of UE info such as its preferred configuration and the current UE power consumption level, with network information such as current load information. 

A high level signaling example for the case described is shown in the figure below.
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Figure 5.1.2-1: Example of signalling exchange to enable AI/ML support for UE energy efficiency

Standard impacts foreseen are:

· A RAN node can request the UE to feedback its consumed power for a EE configuration
· For example, in relative measurement units, which provides a consistent representation of increases and decreases of power consumption at the UE side. The unit may comprise the consumed power with respect to a reference power; for example, the power consumed by the UE, within a certain time-window with the selected EE configuration in connected mode, in comparison to the power consumption in idle mode. 
· The UE feedbacks its consumed value, this mechanism implies UE reporting such measurement over RRC protocol, RAN2 needs to be consulted for that.


0. RAN Energy Efficiency
5.2.1	Use case description
Generally, mobile network deployments are dimensioned with respect to peak traffic demands. However, this extreme capacity is not needed all the time since traffic varies. From both a cost and energy consumption point of view, it is not optimal if additional booster cells or layers are operating all the time. Current NR design include the support of energy saving features limited to cell activation/deactivation. Even for the case of cell deactivation, the RAN node performs energy saving actions without considering the implication of the decision on the overall network energy consumption. 
In principle, efficient energy consumption can be achieved by other means such as reduction of load, coverage modification, or other RAN configuration adjustments. The optimal EE decision depends on many factors including the load situation at different nodes, RAN nodes capabilities, KPI/QoS requirements, number of active UEs and UE mobility, cell utilization, etc. Machine learning is an interesting tool that can be used to maximize the energy efficiency of the network by collecting relevant information and using that information to provide a suitable action beyond cell activation/deactivation.
Lack of energy consumption feedback from neighboring nodes makes it challenging to coordinate energy efficiency decisions. Such information can increase the potentials of an ML/AI algorithm. Hence, the use case described here focusses on the exchange of assistance information between RAN nodes and between UE and RAN for the purpose of improving energy efficiency at the RAN by means of AI/ML.

5.2.2	Solutions and standard impacts
With the help of an ML/AI algorithm at the RAN, it possible to reduce network energy consumption using a RAN-level solution, while maintaining coverage, capacity and quality of service. The input to the ML/AI model could comprise information available internally at the node, and other information obtained from neighboring RAN nodes (load status, active UEs, QoS requirements, energy consumption status, etc.) and UE assistance information (e.g. traffic information, radio channel conditions, etc..) and output an EE decision (e.g. offloading of UEs, deactivation/activation of capacity cell, adjusting node’s own configuration, etc.) and communicate that action to neighbouring nodes together with the EE gains of that action. Neighbouring nodes can provide feedback about how good the decision is from their own energy consumption perspective. Depending on the feedback on the EE level achieved at the neighbour node involved in the action, a decision is taken on whether to execute the action or not. Also, UE might feedback an indication that the performance requirements in terms of EE are not met, indicating that the network should adjust the EE decision.

A high-level signaling example for the case described is shown in the figure below.
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Figure 5.2.2-1: Example of signalling exchange to enable AI/ML support for RAN energy efficiency

As part of the solution, a RAN node would indicate that the performed/intended action is due to energy saving reasons, together with the energy consumption status predicted once he action (e.g. offloading of UEs) is executed. The information would be signalled over Xn interface. 
Hence, the standard impacts foreseen are: 

· Extensions of the current “energy savings” causes used for cells deactivation so that a source RAN node initiating an action or a request towards a target RAN node may  indicate that the action and/or request is associated to energy saving for a wide variety of actions/requests (e.g. related to Mobility, load balancing, CCO, etc..))
· Exchanging metrics for energy saving/consumption (effective or predicted) between RAN nodes. An example of the energy consumption metric can be an indication of the change in the energy consumption relative to the last reported value.  
· A RAN can request and obtain energy consumption measurements/predictions from neighbouring nodes. This provides RAN with insights on the energy consumption of the neighboring nodes. This mechanism implies configuring a neighboring node to report such prediction over a RAN interface (e.g. Xn).
· A RAN can report an energy consumption metric corresponding to an intended/performed action or request.


With further feedback from UEs, the RAN node can obtain a better understanding of the impact of certain energy related actions on the service performance at the UE and consider that a factor when predicting a suitable action in the future. Assistance information that can be obtained from the UE may consist of UE traffic or mobility prediction which can impact the decision to offload the UE to another cell. Additionally, feedback information can be collected from UEs as a form of performance feedback to ensure that QoS is maintained regardless of the EE decision. For UE feedback collection, the following standard impacts foreseen are:
· A RAN node can request and obtain UE traffic predictions, based on real end-user behavior. This provides RAN with insights on the traffic that UEs would generate in the future. This mechanism implies configuring a UE to collect and report such prediction over RRC protocol, RAN2 needs to be consulted for that. 
· A RAN node can request and obtain QoS and QoE feedback form the UE, so to ensure that the actions taken are not degrading the user experience




