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1	Introduction
This paper elaborates on the following agreements reached at RAN3#111-e:
The description in the informative Annex C of TS38.300 is not sufficient, and a fully standardized solution to minimize OAM configuration needs to be produced by RAN3
The solution shall support flexible assignment of the maximum number of Inactive UE contexts per NG-RAN node
The maximum number of Inactive UE Contexts may differ between NG-RAN nodes, and it may be changed after node deployment in a semi-static manner. 
This paper describes two solutions that reflect the principles in the agreements above.
2	Discussion
2.1. Requirements of a standardized solution for I-RNTI
As agreed at previous RAN3 meetings, a fully standardized solution of the I-RNTI structure is needed to enable an inter-vendor interoperable mechanism for a NG RAN node to deduce the identity of another NG-RAN node from an I-RNTI received from a UE moving from RRC_INACTIVE to RRC_CONNECTED. 
We think that such standardized solution should support network deployments where each NG-RAN node can be assigned a different maximum number of Inactive UE contexts. Namely, the authors believe that the solution should be able to support a variable maximum number of inactive UEs per NG-RAN node. Figure 1 explains this scenario.
Important requirements of a standardized I-RNTI structure are:
1) Support inter-vendor inter-operability, i.e. support of source NG-RAN node identification when an RRC Inactive UE resumes across the RAN border between two or more vendors
2) Support RAN sharing between operators
3) Support network deployments where a mix of gNBs (i.e. supporting different maximum number of Inactive UE contexts) are geographically distributed, with no contiguous (nor fixed) boundaries defined between sets of gNBs supporting different maximum number of Inactive UE contexts.
4) Possibility to limit the number of conflicts for Local gNB Identifiers between RAN nodes
5) Limited impact on signalling (complexity and load)
6) Requiring zero configuration effort
7) Easy to deploy
8) Easy to maintain
9) Extendable if necessary
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Figure 1: Deployment with gNBs supporting different maximum numbers of Inactive UE contexts

One of the main issues that can affect a solution for disambiguation of RAN nodes from the I-RNTI is the possibility of conflicts. A gNB (target), at reception of an I-RNTI, detects a conflict if the identity of the NG-RAN node (source), hosting the UE context of the Inactive UE, cannot be disambiguated univocally (i.e. there exists at least two potential source NG-RAN nodes that could have generated the same I-RNTI).

If a conflict is detected, the NG-RAN node has two options:
· To resolve the conflict by means of changing the Local NG-RAN node ID in conflict
· To leave the conflict un-resolved and to eventually resolve it only if erroneous requests for UE context fetch are received (e.g. exceeding a certain threshold)

It is believed that different implementations can take different decisions concerning if conflicts should be resolved and how. At least we don’t see these aspects as strict requirements to include in the standard. The presence of conflicts depends on the selected solution. 

Two solutions are analyzed:
1) Multiple Local gNB Identifiers per NG-RAN node 
2) One Local gNB Identifier per NG-RAN node

A centralised solution, e.g. based on OAM configuration, is not described in this paper, due to the extra configuration and coordination efforts required by such a solution, which contradicts the agreed requirements.

2.2. Solution 1: Multiple Local gNB Identifiers per NG-RAN node
In this approach, the I-RNTI structure is as follows:
· a fixed number of bits is used, for all nodes in the network, to encode a UE Context Identifier
· a fixed number of bits is used, for all nodes in the network, to encode a Local gNB Identifier 
· One NG-RAN node can be assigned multiple Local gNB Identifiers. Namely, depending on the number of Inactive UE contexts the node is serving, or it needs to serve, the node can assign to itself more than one Local gNB Identifier.

The Local gNB Identifiers are selected randomly.

Different splits can be used for the case of short I-RNTI, compared to the case of the full I-RNTI.
For example, for the I-RNTI of 40 bits, 10 bits can be used to encode the UE context, and 30 bits to encode a Local gNB Identifier (10/30 split), while a different split could be used for the short I-RNTI.

With this approach, an NG-RAN node can allocate one Local gNB Identifier in the beginning. By doing that, in the example of a 10/30 split, a maximum of 2^10=1024 Inactive UE contexts can be supported by the node. When the same NG-RAN node needs to store more UE Contexts for Inactive users, the node can assign to itself a new Local gNB Identifier in addition to the first Local gNB Identifier. By doing so, the NG-RAN node would increase the capacity of supported Inactive UE contexts to 2*2^10=2048. Similarly, a third, fourth, … Local gNB Identifier can be selected by the NG-RAN node, should it need to increase even more the maximum number of Inactive UE contexts to store.

When a Local gNB Identifier is no longer used by any Inactive UE context stored in the node, the Local gNB Identifier can be released.

When a Local gNB Identifier is taken in use or its use is revoked, the NG-RAN node sends this information to the neighbor nodes via Xn signalling.

This solution has many advantages, some of them are straightforward and described below, others will be described later:
· The solution does not depend on network deployment. All NG-RAN nodes adopt the same mechanism, hence no node specific configuration with respect to capacity, e.g. different Local gNB ID length for a macro node or a pico node)
· The solution scales with the number of Inactive users. If an operator wants to make heavy use of the RRC_INACTIVE state, the solution automatically adapts to it.
· The solution supports inter-vendor inter-operability
· The solution supports RAN sharing
· The solution is based on autonomous deployment and maintenance, namely it is a zero configuration solution (assuming that the Local gNB Identifier length is specified in 3GPP).
· The solution has limited impact on signaling
· The solution has limited number of conflicts
· The solution converges in situations of conflict

To show that the proposed solution has a limited impact on signaling, low number of conflicts and the capacity to resolve such conflicts, some simulation results are presented.

For the simulations, we have considered a worst case setup, consisting of the following conditions:
· An extreme assumption that Xn connectivity is available among 100000 NG-RAN nodes (full mesh). Namely, under this assumption any NG-RAN node selecting a Local gNB ID could generate a conflict with any of the other 99999 NG-RAN nodes connected to it via Xn.
· Each node selects the Local gNB Identifier in a totally random way. Namely, even if the node is informed of the Local gNB Identifiers of its neighbours, the node may still select a local gNB Identifier that conflicts with its neighbours. It is evident that this condition is an extreme “worst-case” and that it will not occur in real deployments.
· All RAN nodes are assumed to know from “time 0” how many Inactive UE contexts they will need to serve. This is also a worst-case condition as in normal conditions a node would learn with time what is the maximum number of Inactive UEs that it needs to support. This worst-case condition implies that the maximum number of Local gNB Identifiers are allocated at time 0, hence the number of conflicts after time 0 is maximized.

The simulation details are as follows:
· I-RNTI is 40 bits long, where 10 bits are assigned to UE Context identification and 30 bits are assigned to the Local gNB Identifier, i.e. 2^30=1 073 741 824 possible Local gNB ID values
· Number of nodes interconnected via Xn: 100 000.
· Maximum number of RRC Inactive UEs per NG-RAN node follows a Uniform Distribution, from 0 to 1000000 (i.e. an NG-RAN node may need with equal probability to support a number of inactive UE contexts from 0 to 1000000)
· Each NG-RAN node selects one or more Local gNB Identifier, depending on the maximum number of RRC Inactive UEs that the NG-RAN node needs to serve

With these assumptions, we have:
· Number of unallocated Local gNB Identifiers in an empty network: 2^30 – 100 000 = 1 073 641 824 values (~1.07364*10^9)
· Percentage of allocated Local gNB Identifiers in an empty network: 0.009% (100*100000/1073741824)
· Allocated Local gNB Identifiers in a non-empty network where Inactive UEs are served as per uniform distribution above: 977700000 (9.77*10^7)
· Percentage of allocated Local gNB Identifiers in a non-empty network where Inactive UEs are served as per uniform distribution above: 9.099% (100*97700000/1073641824)

The plot below shows a mean value for the number of conflicts (average from results collected from 50 simulations) normalized to the number of NG-RAN nodes, and how this value rapidly decreases with the number of iterations. During an iteration each NG-RAN node checks its Local gNB Identifier with the Local gNB Identifiers received from neighbour nodes. If a conflict is found, the NG-RAN node replaces the Local gNB Identifier with a new random Local gNB-Identifier. Iteration 0 corresponds to the initial deployment. The network reaches a state where after a very low number of iterations it has converged on a unique set of Local gNB Identifiers with no conflicts.
An iteration is an attempt to solve a conflict.
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Total expected amount of conflicts per node until convergence: 43.13 + 3.83 + 0.3+ 0.3 = 47.60
Number of Xn messages per iteration and per Xn instance for each attempt to solve a conflict: 2 (1 message to change the sender’s Local gNB Identifiers in conflict + 1 ack message)
Maximum Xn message size increase: 30*43 bits = 60*43 bits = 1290 bit = 162 Bytes + Xn message common part

Considerations on the expected impact in signaling due to the exchange of Local gNB Identifiers: 
· Is seems reasonable to assume that the need for an NG-RAN to change its maximum supported number of Inactive UEs Context is a slow process, e.g. occurring over a time interval of minutes (if not hours or more). Consequently, the process to allocate/deallocate and exchange the Local gNB Identifiers over Xn is also a slow process
· Therefore, the signalling generated to resolve the conflicts is spread over a long time window and for that the expected signal intensity is low. 
· In case of conflict detection, if a node decides to resolve it, the number of iterations required is very limited, and consequently, the expected impact over Xn is also very limited.

2.3. Solution 2: One Local gNB Identifier per NG-RAN node
In this approach, the I-RNTI structure is as follows:
· a fixed number of bits is used, for all nodes in the network, to encode an I-RNTI profile identifier
· One Local gNB Identifier is assigned per NG-RAN node
· For each I-RNTI profile identifier, a fixed number of bits is used to encode a Local gNB Identifier 
· For each I-RNTI profile identifier, a fixed number of bits is used to encode a UE Context Identifier

The I-RNTI profile identifiers would be standardized. Each NG-RAN node would be assigned one I-RNTI profile identifier. 
The I-RNTI profile identifier is signalled between NG-RAN nodes to identify the split in bits between the Local gNB Identifier and the UE context Identifier supported by the node. This classification can be valid regardless of inter-vendor scenarios, network sharing, geographical location, etc. Support for interoperability is guaranteed using a standardized I-RNTI structure and inter-node signaling.
As in the first solution, a Local gNB Identifier is selected randomly by each NG-RAN node, hence no configuration of the Local gNB Identifier is needed.
Compared to the approach described in 2.1.1, a minimum configuration is needed. More specifically, a value of the I-RNTI profile identifier needs to be configured for each NG-RAN node. 

An I-RNTI profile identifier identifies a unique split of I-RNTI bits. For example, for a full I-RNTI of 40 bits, I-RNTI profile identifier = “00” implies:  
· Number of bits of the I-RNTI allocated to Local gNB Identifier = 22; 
· Number of bits of the I-RNTI allocated to UE Context = 16.
An example is shown below, with a 2 bits I-RNTI profile identifier.
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The I-RNTI profile identifier and the Local gNB Identifier are exchanged between neighbour gNBs.
 

Use of Local gNB Identifier at resume
At resume, the gNB receiving the I-RNTI from the UE would follow the steps listed below: 
1. reads the I-RNTI profile identifier and understands the I-RNTI structure; 
2. decodes the Local gNB Identifier; 
3. compares the Local gNB Identifier within the received I-RNTI with the Local gNB Identifiers received over Xn and disambiguates the gNB hosting the UE context. 

With the use of a I-RNTI profile it is possible to avoid problems of Local gNB Identifier confusion due to reuse of the X most significant bits of the I-RNTI.
Example: a gNB1 uses I-RNTI profile “01” and a Local gNB Identifier of 18 bits, and a gNB2 uses I-RNTI profile “00”, and a Local gNB Identifier of 22 bits. In this case it is possible for a gNB1 to have a Local gNB Identifier made of the same 18 MSB of the Local gNB Identifier of gNB2 with I-RNTI profile “00”. 
There is no confusion, since the two gNBs have different I-RNTI profiles.

gNB1: 
· I-RNTI profile ID = “01” (indicating 18 bits of Local gNB Identifier)
· Local gNB Identifier (18 bits) = 110001010110011011
· UE Context ID = 1111111111111111111
gNB2:
· I-RNTI profile ID= “00” (Indicating 22 bits of Local gNB Identifier)
· Local gNB Identifier (22 bits) = 1100010101100110111111
· UE Context ID = 1111111111111111111


Convergence in case of conflict
To analyze the convergence in case of conflict, if the Local gNB Identifiers are selected as random values. 
The same worst-case condition as per Option 1 is used, namely:
· Each node selects the Local gNB Identifier in a totally random way. Namely, even if the node is informed of the Local gNB Identifiers of its neighbours, the node may still select a local gNB Identifier that conflicts with its neighbours. It is evident that this condition is an extreme “worst-case” and that it will not occur in real deployments.

The following simple notation is used: 
· n: number of nodes, each node selecting its own Local gNB Identifier
· d: total number of selectable values for a Local gNB Identifier

A realistic approximation of the probability that one gNB has conflicts with other nodes is 
Pc = (n-1)/d (see Appendix A – Detailed analysis, “Probability of conflict at initial deployment”) - assuming that a conflict can be detected between all nodes, i.e. that we have a full mesh of Xn connectivity. 
In practice, the probability for conflict is smaller than Pc = (n-1)/d because one node is aware of the Local gNB Identifiers received by neighbor nodes via Xn and by that it is possible to exclude the nodes for which the neighbor’s node Local gNB Identifiers are different than the own Local gNB Identifier 
The probability that there is no conflict is the complementary event, i.e.: Pr = 1 - Pc. 

From these estimates we can derive the expected number of iterations required to solve a conflict for one node, as 1/Pr = d/(d-n+1) (see Appendix A – Detailed analysis , “Expected number of iterations for conflict resolution”). For d>>n we see that the expected number of iterations is close to 1. 

For example, if we select d=10*n and n >> 1 we get that the number of expected iterations required by each node to resolve conflicts is = 10*n/(9*n+1) ≈ 10*n/9*n ≈ 10/9=1.11. 

Considering the simplifications made in the calculations this is a pessimistic estimate, but it does however show that the convergence is fast and comes with a low, and possibly not significant, signaling impact.

The figure below shows an example of the number of iterations for conflict resolution per node considering four I-RNTI profiles.
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It should be noted that the assumption in the calculations of number of conflicts is that n > d. For this reason the curves in the figure do not continue when n < d.


Conclusions
We have presented two possible solutions for a standardized I-RNTI to be signalled between NG-RAN nodes.

In the first option, one NG-RAN node can select as many Local gNB Identifiers as needed according to maximum number of Inactive UE Contexts to support. 
In the second option, one NG-RAN node belongs to a specific group, according to a configured I-RNTI profile identifier. The Local gNB Identifier is signaled to neighbor NG-RAN nodes.

The first solution would be preferred because it allows to handle all the NG-RAN nodes in the same way and offers better scalability with respect to the maximum number of Inactive UE Contexts to support. At the same time, we’re open to discuss the pros and cons of both solutions.

On the basis of the above, the following proposals are drawn.
Proposal 1: RAN3 to introduce a solution to disambiguate a NG-RAN node from I-RNTI, where:
1) the I-RNTI is encoded as follow: 
a. a fixed number of bits, common for all nodes, to encode a UE Context Identifier
b. a fixed number of bits, common for all nodes, to encode a Local gNB Identifier 
2) A NG-RAN node can allocate multiple Local gNB Identifiers
3) Local gNB Identifiers are exchanged between NG-RAN nodes
Proposal 2: As an alternative, RAN3 to introduce a solution to disambiguate a NG-RAN node from an I-RNTI, where:
1) The I-RNTI is encoded as follows
a. A fixed number of bits is used, for all nodes in the network, to encode an I-RNTI profile identifier
b. One Local gNB Identifier is assigned per NG-RAN node
c. For each I-RNTI profile identifier, a fixed number of bits is used to encode a Local gNB Identifier 
d. For each I-RNTI profile identifier, a fixed number of bits is used to encode a UE Context Identifier
2) Local gNB Identifiers are exchanged between NG-RAN nodes

In [1] a Stage 3 CR for Solution 1 is presented.
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[bookmark: _Ref70792343]Appendix A – Detailed analysis
In the presented analysis, all Local gNB Identifiers are selected as random values.
When one (first) gNB detects that its Local gNB Identifier is used also by another (second) gNB, the first gNB can draw a new Local gNB Identifier. In principle the new Local gNB Identifier can, in turn, conflict with another one. 
To judge if this approach is doable in practice, we need to evaluate how many conflicts there might be present in a network and, if there are attempts to solve them, if and how fast the process converges (i.e. number of iterations needed to resolve the conflicts).
For the analysis, we use the following notation: 
· n is the number of selected Local gNB Identifiers
· in solution 1, there is relation one to many between a network node and the Local gNB Identifiers
· in solution 2, n coincides with the number of nodes
· d is the range of values from which a Local gNB Identifier can be drawn. 
The terminology provided in the analysis below focuses on solution 2, but it is applicable to solution 1 as well.
It is always assumed that d > n.

[bookmark: _Hlk70792239]A.1 Probability of conflicts at initial deployment

In a worst-case scenario:
1) [bookmark: _Hlk62489661]every time (i.e. every iteration) that a gNB draws a new random value for a Local gNB Identifier, the gNB does not consider the values selected by the other nodes for their Local gNB Identifiers
2) conflict resolution is attempted one conflict at the time, i.e. at the slowest possible speed  

The initial deployment (iteration 0) is the first occasion when gNBs select their Local gNB Identifiers.
Each Local gNB Identifier is selected with probability  and the probability that another node selects a different Local gNB Identifier is .
If the selection of a Local gNB Identifier considers the Local gNB Identifiers already selected by other nodes, the set of random numbers available for the remaining nodes is reduced by one. 
Therefore, at initial deployment, the probability that all Local gNB Identifiers are unique, could be calculated using formula for the birthday problem:
 

If every gNB can choose its Local gNB Identifier without considering the Local gNB Identifiers chosen by other gNBs, the probability that one gNB sees no conflict towards any other gNBs is:


If we replace:  and , the expression above becomes:



Since  it is possible to rewrite the same expression using the Taylor series:

 = 

Using the first order Taylor series approximation and putting back d and n, we obtain: 


The probability for one or more conflict at initial deployment for one node is the complementary event, i.e.: 


Upper estimate of conflicts for one node at initial deployment: 

Note that, if a node knows the Local gNB Identifiers of other nodes (e.g. because they are exchanged over Xn), this upper bound is lower.


A.2 Conflict resolution

A.2.1 Probability of conflict per iteration

When a gNB attempts to solve one conflict for the first time (iteration=1), the probability that the newly selected Local gNB Identifier is unique depends on the number of available identifiers that would make such new value unique. In the worst-case scenario, where the conflict is with only one of the remaining gNBs in the network, there are [d-(n-1)] values that would solve the conflict. The probability that the conflict is not solved when a new Local gNB Identifiers is selected is:


The probability of the complementary event, i.e. the probability that the conflict is solved at the first iteration is:
 

So, it is possible to rewrite: 

In case the conflict was not solved in one iteration, the process can be triggered again, and there will still be at best [d-(n-1)] values that would solve the conflict. 
If the conflict is solved with the ith iteration, it means that all preceding (i-1) iterations failed, and the ith attempt finally succeeded. The probability of this event is:



We observe that:
  

Therefore, an upper bound for the probability that one conflict for one node is not solved after the first iteration is:  
If the process is repeated “i” times, we can use the last estimate to calculate the upper bound for the probability that the conflict is not solved after the ith iteration, for one node:



A.2.2 Expected number of iterations for conflict resolution

It is possible to derive that an upper bound for the number of iterations required to solve a conflict for one node is: d/(d-n+1)

To show that, we use the concept of “Expectation of a random variable”, as found in literature, defined as the long-term average of the random variable.
For a discrete random variable X with probability function , the Expectation, or expected value, of a random variable X is:


We can apply the formula to our case and find the long-term average for the number of iterations, considering  and :




Replacing k = (x-1):








The solution to the expression above is found using equations 1 and 2 below:

. Use 

. Use  and 



= 

Expected upper bound of the number of iterations required to solve a conflict for one node: 
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