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Introduction
During RAN3 #110e and RAN3 #111e meeting, the following open issues were captured for use cases for AI in RAN and potential benefits:
	Focusing on current NG-RAN architecture and interfaces
- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
Common understanding that AI/ML does not overlap with SON
- Continue to study possible new input (augmented info)/output or requirements needed for identified use cases
- Continue to study potential new use cases
- Where ML model/training host/inference host can be placed (see CB#27)
- Spec impacts of deploying use cases (see CB#27)
- Capture def for augmented info if needed
To be continued...


In this contribution, we further discuss the location of ML model/training/inference host for the agreed use cases, including energy saving, load balancing and traffic steering. Possible inputs are also discussed for these use cases. Moreover, we also propose other use cases that can be beneficial from AI/ML.
Discussion
Confidence level and Validity time
Machine learning model is trained based on a large set of data so that network can easily predict values/status of the network in near future. However, the prediction result may not be always correct or accurate. Incorrect or biased prediction values may lead to wrong decision, causing poor network performance or even network shutdown. 
To avoid negative performance impact, for each output of model inference, confidence level can help to indicate how much one can trust the inference result. In the companion contribution [1], “Actor” node is proposed to host the ML assisted solution using the output of ML model inference. This “Confidence Level” can be transmitted to “Actor” node together with inference results. Then, “Actor” node can decide whether to trust the outcome of ML model or not based on the confidence level corresponding to each inference result. If the confidence level is high, “Actor” node can take action according to the received policy or results; otherwise, “Actor” node can ignore the received inference results and continue with the legacy mechanism. 
Proposal 1: [bookmark: _Ref71204316]“Confidence Level” of a model inference output should be supported and provided to “Actor” node.
Another key information that needs to be considered is validity time of model inference output. Depending on environment changes, an output from model inference can be outdated sooner or later. Hence, it is essential to include one “validity time” to indicate how long the prediction results can be valid. If the time expires, “Actor” node can ignore such information and continue with the legacy mechanism. If the validity time is not expired, “Actor” node can continue use the output of model inference if the confidence level is also high.
Proposal 2: [bookmark: _Ref71204320]“Validity Time” of model inference output should be supported and provided to “Actor” node.
Load balancing and Traffic Steering
Mobility load balancing is one of the key use cases in self-optimization network. The objective is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from a congested cell or from congested areas of cells to another, or to offload users from one cell, cell area, carrier, or RAT to another to achieve network optimization. In legacy, load balancing decision was made based on load reporting, and handover/reselection configuration was provided after load reporting. With such a mechanism, especially when one cell is congested, the handover/reselection is taken after congestion occurs, where performance loss or packet loss already took place in the source cell. 
In fact, network can be beneficial from prediction results of traffic, resource status, and capacity. Upon receiving those prediction results, the network can thus handover UEs to another cell before congestion happens. Latency and service interruption can thus be reduced.
Moreover, traffic classification (via supervised learning) can also be used to characterize different traffics from different services. With such information, network can automatically classify traffics from different services and route traffic flows into different cells/RATs, considering QoS requirements and resource capacities at different cells/RATs.
Location of Model Training and Inference
	
	Model Training
	Model Inference

	Case 1
	CN/OAM
	NG-RAN (CU)

	Case 2
	NG-RAN (CU)
	NG-RAN (CU)


Proposal 3: [bookmark: _Ref71204383]For ML enabled load balancing, “Model Training” can be located at CN/OAM or NG-RAN (CU). “Model Inference” can be located at NG-RAN (CU). 
Input/Output
For model training of load balancing, traffic volume, QoS requirement, cell capacity, cell resource status, etc., can be considered as input data. Existing measurement data as performance feedback is also required as an input for model training. 
Proposal 4: [bookmark: _Ref71204387]For ML-enabled load balancing, input data of Model Training includes QoS requirement, traffic volume, cell capacity, cell resource status, and measurement data. 
As for the output of model inference, two types of output can be considered: 1) prediction results of radio resource, TNL capacity, cell capacity, etc.; 2) decisions/actions including but not limit to “whether a certain UE needs to handover to another cell”, “radio bearer release”, “enable/disable DC”, etc.
Proposal 5: [bookmark: _Ref71204391]For ML-enabled load balancing, output data of Model Inference includes prediction of traffic volume, cell capacity and cell resource status, action of UE (such as handover), etc.
ML-based Load Balancing and Handover
Below is an example of ML-enabled load balancing framework. In this example, OAM is responsible for model training, while different NG-RAN CUs are responsible for model inference. This framework can also be easily extended to model training and inference in NG-RAN CU. 
Compared with the legacy mechanism where load balancing is decided by resource status report sent from neighbouring cells to the source cell, in ML-enabled load balancing, prediction results of traffic and resource status are exchanged between source and neighbouring gNB-CUs. According to the prediction results of its own and neighbouring cells, when traffic overload is predicted at the source gNB, it can select a neighbouring cell which can handle certain traffic load in near future and can decide to handover certain UEs/traffic flows to the target cell. With the help of machine learning, it can help to reduce service interruption as well as improve successful handover rate.


Figure 1. ML-enabled Load Balancing Framework
Except for load balancing, the prediction results of resource status and cell capacity can also be used for normal handover and to avoid ping-ping event, unnecessary HO, or connection failure.
Proposal 6: [bookmark: _Ref71204396]For ML-enabled load balancing, the prediction results of traffic, resource status, cell capacity, etc., should be exchanged between the source gNB CU and neighbouring gNB-CUs via Xn interface.
Proposal 7: [bookmark: _Ref71204402]For ML-enabled load balancing, handover decision at source cell can be decided by the prediction results of its own and neighbouring cells. 
Energy saving
As described in TS 38.300, one NG-RAN node may decide to switch off certain cells to lower energy consumption (inactive state) according to cell load information. Handover actions can thus be activated to off-load traffics from the cell being switched off.
For an NG-RAN node serving a capacity booster cell, the load prediction ML model discussed in Section 2.1 can also be used for ML-enabled energy saving. When the cell is predicted to handle low traffic or even no traffic, the cell can decide to switch off and move any existing traffics to neighbouring cells. Following the legacy mechanism, the neighbouring cell can also request the cell to be re-activated. 
Proposal 8: [bookmark: _Ref71204409]NG-RAN can decide to switch off certain cells to lower energy consumption based on the prediction of cell load information. 
Alternatively, similar to the ML-enabled load balancing, the prediction results of load information can also be exchanged between neighbouring gNBs. In this case, all gNBs in the network have the visibility to predict other gNBs’ traffic load and when switching off for energy saving is expected. When a neighbouring gNB predicts a cell to be deactivated in a gNB according to its cell load prediction information, but meanwhile this to-be-switched-off cell is needed, the neighbouring gNB can send an message before the gNB decides to switch off that cell. Such prediction can help to reduce service interruption by avoiding such cell to be deactivated.
Proposal 9: [bookmark: _Ref71204413]For ML-enabled energy saving, a gNB can send a message and avoid deactivating a needed cell of a neighbouring gNB, by utilizing the prediction result of cell load information exchanged between them.
Other Use Cases and Benefits
Network Slicing
Network slicing is to transform network from a static “one size fits all” paradigm to a new paradigm where logical networks/partitions are created, with appropriate isolation of resources, and to optimize topology to serve a particular purpose or service category. The network resource sharing and partition between slices highly depends on service requirements. With the help of prediction of traffic, resource status, and channel estimation, one network can adaptively allocate resources to different slices. Similar as traffic steering, according to the traffic and its QoS/QoE requirement, network can automatically allocate suitable resources (such as bandwidth). Machine learning model can also be trained as a reinforcement learning model, with the goal to maximize overall system throughput. Machine learning can help to reduce the complexity of handling different impacts of network slicing, as well as achieving better system performance.
Proposal 10: [bookmark: _Ref71204418]Study network slicing use case in Rel-17 SI. 
QoE optimization
RAN-visible QoE is agreed to be specified in Rel-17 normative phase [1]. It would be much easier for NG-RAN to optimize network performance based on quality of service as well as wireless performance and radio resource status. With the support from machine learning, network can further optimize resource allocation for each service according to its QoE requirement.
Proposal 11: [bookmark: _Ref71204422]Study QoE optimization use case in Rel-17 SI. 
Conclusion
In this contribution, we proposed “confidence level” and “validity time” to be introduced to indicate the trust level and active time of one inference result. We further discussed how machine learning enabled load balancing, energy saving can work and what input/output is required. In the end, two use cases are proposed to be further studied in this SI, i.e. network slicing and QoE optimization, which can also see benefit from machine learning.
We propose the following observations and proposals:
Proposal 1: “Confidence Level” of a model inference output should be supported and provided to “Actor” node.
Proposal 2: “Validity Time” of model inference output should be supported and provided to “Actor” node.
Proposal 3: For ML enabled load balancing, “Model Training” can be located at CN/OAM or NG-RAN (CU). “Model Inference” can be located at NG-RAN (CU).
Proposal 4: For ML-enabled load balancing, input data of Model Training includes QoS requirement, traffic volume, cell capacity, cell resource status, and measurement data.
Proposal 5: For ML-enabled load balancing, output data of Model Inference includes prediction of traffic volume, cell capacity and cell resource status, action of UE (such as handover), etc.
Proposal 6: For ML-enabled load balancing, the prediction results of traffic, resource status, cell capacity, etc., should be exchanged between the source gNB CU and neighbouring gNB-CUs via Xn interface.
Proposal 7: For ML-enabled load balancing, handover decision at source cell can be decided by the prediction results of its own and neighbouring cells.
Proposal 8: NG-RAN can decide to switch off certain cells to lower energy consumption based on the prediction of cell load information.
Proposal 9: For ML-enabled energy saving, a gNB can send a message and avoid deactivating a needed cell of a neighbouring gNB, by utilizing the prediction result of cell load information exchanged between them.
Proposal 10: Study network slicing use case in Rel-17 SI.
Proposal 11: Study QoE optimization use case in Rel-17 SI.
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