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1	Introduction
In RAN3#110e [1], AI functionality framework, definition of lifecycle related terminologies, input/output of the component for AI-enabled optimization, potential use cases for AI in RAN, etc. were discussed and some agreements were achieved as below:
· Capture the following high-level principles in the TR:
- The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
- The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
- The study is based on the current architecture and interfaces
· Capture the following high-level principles in the TR:
- The input/output and the location of AI inference should be studied case by case.
- Training aspects are FFS
- NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
- A general framework and workflow for AI/ML optimization should be defined and captured in the RAN TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
· Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
· Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.
· Coordinate with other working groups later for NRM enhancement when needed.
· Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.
· Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
In RAN3#111e [2], further agreements were achieved: 
· Agree the TR 37.817 v0.1.0
· Work on the description of each box in the AI functional framework at next meeting.
· Open issues:
- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.
- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
- Postpone the discussion on other open issues proposed by R3-210617.
- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.
- Postpone the discussion on detailed description of use case to next meeting.
- whether Actor and Subject of action should be in one box or separate
- whether model training achieves feedback from action directly
- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
- whether to remove Model performance feedback from Model inference to Model training
 To be continued...
In this paper, we would mainly discuss the open issues for AI functional framework. 
2	Discussion

2.1	General Issues

Until now the agreed Functional Framework for RAN Intelligence is as below with some FFSs. 
Editor's Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.



Figure 1 Functional Framework for RAN Intelligence
The terms for the Functional Framework can be defined as following: 
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.
Currently in Figure1, each box represents one processing host to enable AI functionality. However, for one AI functionality in one use case, multiple processing hosts may be used. For example, both RAN node and core network (e.g. NWDAF) can perform model inference for UE trajectory prediction, but current Figure1 can’t illustrate the possibility that several hosts are deployed for one AI functionality.
On the other hand, there is a possibility that more than one AI functionality can be supported by the same one processing host. For example, both model training and model inference can be applied in one RAN node, but Figure1 may mislead us into thinking that two different hosts are needed for model training and model inference separately. 
Therefore, it is preferred for each box to represent one processing action to enable AI functionality e.g. data collection, model training, model inference and action. The line between each processing action represents input data and output data. 
[bookmark: _Hlk70512462][bookmark: _Hlk61256110]Proposal 1: Use each box to represent one functionality instead of a host, to enable AI functionality including data collection, model training, model inference and action.
Since both online and offline model training are supported, but the detailed AI/ML algorithms and models for use cases are out of RAN3 scope, to explicitly reflect it in the figure for Functional Framework, “Model training” can be modified to “Model training (offline/online)”.
Proposal 2: Use the box “Model training (offline/online)” to reflect model training for AI functionality.
[bookmark: _Hlk70498664]After model inference, action would be performed based on the output of model inference. To make the Functional Framework simple and straightforward, the separate “Actor” and “Subject of action” boxes can be merged into one block (e.g. Action). “Action” represents behavior that is based on the strategy/policy/instruction considering the model inference output, or behavior that directly follows the model inference output. The “Action” box does not restrict that only one node or interface is involved for one action, if clear explanation is necessary, one note can be added that “one or more Subjects of Action(s) may act over at least one interface”.  
Proposal 3: The two separate boxes, i.e. “Actor” and “Subject of action” in Figure 1, should be merged into one block for AI functionality “Action”. “Action” represents behavior that is based on the strategy/policy/instruction considering the model inference output, or behavior that directly follows the model inference output.
Since the output to be collected after action is feedback of system performance, to distinguish it from model performance feedback, current illustration in the figure can be kept.
Proposal 4: Feedback from “Action” is performance feedback.
In the last RAN3 meeting, RAN3 agreed to start with use cases like energy saving, load balancing, traffic steering/mobility optimization. In real implementation, those use cases can be accomplished using ML techniques via either
· Option 1: A deterministic algorithm is used for decision making on energy saving, load balancing, or traffic steering/mobility optimization. The deterministic decision making utilizes input provided from ML model for prediction making such as predicted QoS, predicted traffic load etc. 
· Option 2: A ML model is used for decision making on energy saving, load balancing, or traffic steering/mobility optimization. The ML model utilizes regular measurements as input.  
· Option 3: A ML model is used for decision making on energy saving, load balancing, or traffic steering/mobility optimization. The ML model utilizes input from other ML models for prediction making such as predicted QoS, predicted traffic load etc. 
Observation 1: The energy saving, load balancing, or traffic steering/mobility optimization decision can be made by at least the following three ways:
· A deterministic algorithm using input from ML model(s) for prediction
· A ML model using regular measurement 
· A ML model using input from other ML model(s) for prediction
Proposal 5: RAN3 supports the case that one ML model demands input from other ML models. 
For the sake of discussion, RAN3 is suggested to further distinguish the decision-oriented ML model and the prediction-oriented ML model when it comes to different functionalities. Depends on whether the ML model is decision-oriented or prediction-oriented, the principle for model feedback and model retraining/update could be different. 
For example, for a decision-oriented ML model the feedback could be whether the decision is a good decision or not, e.g. if the HO succeeds, or if the traffic load becomes more balanced. Such feedback information can be provided by the Action to Model training via data collection (if some pre-processing is needed).
For a prediction-oriented ML model whether the current ML model is a good model normally depends on how accurate the prediction has been made. And the current ML model needs to be retrained only if the prediction accuracy becomes bad. 
Proposal 6: For the sake of discussion, RAN3 further distinguishes the decision-oriented ML model and the prediction-oriented ML model when it comes to ML model feedback provision and ML model retraining/update. 
2.1	Interaction between Data Collection and Model Training/Inference
To discuss the feature needed to better support ML model feedback provision and ML model retraining/update, for simplicity, let’s take prediction-oriented ML model for example. Assuming a ML model has been provided by the training for traffic load prediction, the provided ML model does not have to be updated as long as the prediction is accurate enough. This also means the data collection does not need to provide training data to the model training all the time, and it is enough to provide the requested training data of a certain size for ML model retraining/update when the ML model has to be updated (e.g., prediction accuracy is low). Therefore, it seems beneficial to follow certain data feed policy on when and how to provide the training data to “Model training (offline/online)”. Actually, providing all the available data all the time to the “Model training (offline/online)” function seems unnecessary and resource costed, it is reasonable that the data provision for model training shall follow the demand/policy of different ML model, even if we say “Action” can deliver data e.g. performance feedback for model training, it is assumed that “Action” has the data collection and preparation function, since each box in the figure represents one functionality, it’s clearer to let “Data collection & preparation” function plays the role of data collection from all other functions including Action and deliver the prepared/demanded data for model training. Observation 2: Data collection does not need to provide the data to AI training all the time. 
Proposal 7: Use the box “Data collection & preparation” to reflect the functionality for data collection from all other functions as well as delivering the prepared/demanded data for model training.
Proposal 8: “Data collection & preparation” shall provide the training data according to the demand of model training regarding what/when/how to provide.
[bookmark: _Hlk70004035]Since“Data collection & preparation” can receive performance feedback from “Action” and then provide the demanded data to the “Model training (offline/online)” according to the request of model training, direct Model performance feedback from “Action” to “Model training (offline/online)” is not needed, i.e. in this case the demanded data provided by “Data collection & preparation” to “Model training (offline/online)” is regarded as model performance feedback from “Action”.
[bookmark: _Hlk70510454]Proposal 9: “Data collection & preparation” shall provide the model performance feedback from “Action” to “Model training (offline/online)” for ML model retraining/update, i.e. direct Model performance feedback from “Action” to “Model training (offline/online)” is not needed.
Besides, depends on the exact ML algorithm, sometimes the previous prediction result could also be used for the ML model retraining/update. Thus, “Data collection & preparation” should be able to retrieve the prediction result from “Model inference” too. 
[bookmark: _Hlk61610735]Observation 3: The prediction result can be used as training data for ML model retraining/update.
In case of prediction oriented task, the output of “Model inference” is basically prediction result, the “Data collection & preparation” can directly compare the prediction result from “Model inference” with the collected measurement result to determine the prediction accuracy. The prediction accuracy can be regarded as Model performance feedback and provided to “Model training (offline/online)”.
Proposal 10: “Data collection & preparation” also collects the output from “Model inference”. 
Since “Data collection & preparation” can achieve output from “Model inference” and then provide the demanded data to “Model training (offline/online)” according to the request of model training, direct Model performance feedback from “Model inference” to “Model training (offline/online)” is not needed, i.e. in this case the demanded data provided by “Data collection & preparation” to “Model training (offline/online)” is regarded as model performance feedback from “Model inference”.
Proposal 11: “Data collection & preparation” shall provide the model performance feedback from “Model inference” to “Model training (offline/online)” for ML model retraining/update, i.e. direct Model performance feedback from “Model inference” to “Model training (offline/online)” is not needed.
Generally considering Proposal 7-11 into account, “Data collection & preparation” is one function entity capable of 
· collecting all kinds of data, including the measurement/feedback from Action and the output from Model inference, 
· data analysis, e.g. comparing the prediction results (output from Model inference) with the actual measurement to determine the prediction accuracy (i.e. model performance)
· model performance feedback provision and model retraining/update data provision according to the demand of the model training.
Based on above discussion, the figure for AI Functional Framework can be updated as below to capture the interaction between data collection and model training/inference, and it can be captured in the TR 37.817:



Figure 2 Updated Functional Framework for RAN Intelligence

Proposal 12: Capture the updated AI Functional Framework in TR 37.817.
3	Conclusion
In this contribution, the further issues for AI functional framework are discussed. We have the following observations and proposals:
Observation 1: The energy saving, load balancing, or traffic steering/mobility optimization decision can be made by at least the following three ways:
· A deterministic algorithm using input from ML model(s) for prediction
· A ML model using regular measurement 
· A ML model using input from other ML model(s) for prediction
Observation 2: The prediction result can be used as training data for ML model retraining/update
Observation 3: The prediction result can be used as training data for ML model retraining/update
Observation 4: How does Model Inference Host get e.g. measurement data and provide model performance feedback is not clear in previous discussion.
Proposal 1: Use each box to represent one functionality instead of a host, to enable AI functionality including data collection, model training, model inference and action.
Proposal 2: Use the box “Model training (offline/online)” to reflect model training for AI functionality.
Proposal 3: The two separate boxes, i.e. “Actor” and “Subject of action” in Figure 1, should be merged into one block for AI functionality “Action”. “Action” represents behavior that performed based on the strategy/policy/instruction produced after model inference, or behavior follows model inference.
Proposal 4: Feedback from “Action” is performance feedback.
Proposal 5: RAN3 supports the case that one ML model demands input from other ML models. 
Proposal 6: For the sake of discussion, RAN3 further distinguishes the decision-oriented ML model and the prediction-oriented ML model when it comes to ML model feedback provision and ML model retraining/update. 
Proposal 7: Use the box “Data collection & preparation” to reflect the functionality for data collection from all other functions as well as delivering the prepared/demanded data for model training.
Proposal 8: “Data collection & preparation” shall provide the training data according to the demand of model training regarding what/when/how to provide.
Proposal 9: “Data collection & preparation” shall provide the model performance feedback from “Action” to “Model training (offline/online)” for ML model retraining/update, i.e. direct Model performance feedback from “Action” to “Model training (offline/online)” is not needed.
Proposal 10: “Data collection & preparation” also collects the output from “Model inference”. 
Proposal 11: “Data collection & preparation” shall provide the model performance feedback from “Model inference” to “Model training (offline/online)” for ML model retraining/update, i.e. direct Model performance feedback from “Model inference” to “Model training (offline/online)” is not needed.
Proposal 12: Capture the updated AI Functional Framework in TR 37.817.
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