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1 Introduction

At the last RAN3 meeting, the following was agreed [1]:

· MR-DC has low priority for Rel-17

· Secondary RAT Data Volume Reporting has low priority for Rel-17

· Trace has low priority for Rel-17

And at the previous meeting, it had been agreed that Xn mobility between NTN gNBs and terrestrial gNBs is treated with low priority in Rel-17.
Furthermore, it was minuted that [1]:
· NTN specific adaptations in Rel-17 for Xn Setup, Load Management and Energy Saving related function are FFS

· Whether Resource coordination over Xn and SON functions are applicable for NTN in Rel-17, at least for some scenarios only (like HAPS) is FFS, as well as NTN specific adaptations for Rel-17

and that discussion on these two points was to be continued.

In this contribution we would like to continue discussing the remaining two open points above. Some of these concepts were already touched in the scope of the NTN SI. [2]
2 Discussion
In [3] we had observed that Xn functions supporting transfer of configuration or state information seem at least in principle useful for Rel-17 NTN, except when tight coordination between the two peers is involved (e.g. DC, radio resource coordination, SON). We believe this may be useful for further discussing the remaining the current open points. We then need to look in detail at the following Xn-C functionality:

1. Energy saving

2. Resource coordination

3. Load management

4. Data exchange for self-optimization

5. Interface Management

2.1 Energy Saving

This function was briefly discussed in the scope of the SI [2]. Xn currently supports indicating cell activation/deactivation by the NG-RAN node.

In principle, a terrestrial gNB might notify an NTN gNB covering the same area that it is switching off (or on) one or more of its cells, in which case the NTN gNB may decide to activate (or deactivate) additional cells and “take over” (or “give back”) the corresponding area, and vice versa.
However, this functionality is connected to the concept of “neighbor cells”, which at the moment has no clear definition when NTN cells are involved. Especially when considering non-GEO satellites, NTN cells may or may not be “neighbors” of different sets of terrestrial cells according to the satellite position. But the satellite position is fully known and predictable, hence cell reconfigurations (including for energy saving purposes) can be handled via OAM configuration, including interaction aspects between terrestrial and NTN cells, with no need for Xn signaling.

Observation 1: Energy saving functionality is connected to the concept of “neighbor cells”.

Observation 2: When NTN are involved, neighbor cells depend on satellite position.

Observation 3: Satellite position is known and predictable from the start.

Proposal 1: Cell reconfigurations (including for energy saving purposes) can be handled via OAM configuration, including interaction aspects between terrestrial and NTN cells, with no need for Xn signaling.

2.2 Resource Coordination

Xn supports coordination of cell resource usage between E-UTRA and NR. More specifically, coordination of radio resource allocation is supported between an ng-eNB and a gNB that are sharing spectrum and whose coverage areas are at least partially overlapping. [3]
It was already mentioned [4] that current regulations make spectrum sharing between terrestrial and NTN impractical. Furthermore, we need to observe that to reuse current Xn functionality one would have to envisage spectrum sharing involving an ng-eNB (hence, a terrestrial node) and an NTN node. There is no possibility for spectrum sharing involving LTE spectrum and NTN, so, this current Xn function is not applicable to NTN.

Proposal 2: Current Xn resource coordination functionality is not applicable for NTN in Rel-17.
2.3 Load Management

Two Xn peers may exchange resource status and traffic load information. At least in principle, this function seems beneficial if Xn is to be deployed with NTN.

Observation 4: Load management over Xn seems beneficial for NTN, at least in principle.

Once again, we may need to consider more in detail the relationship between two Xn peers. In terrestrial networks, Xn is used within local clusters of neighbor NG-RAN nodes, which need to react to varying radio and traffic conditions. Once again, the concept of neighbor nodes, when NTN is involved, becomes questionable. It does not seem reasonable to expect the NTN, which comprises one or more satellites connected via the NTN GW, which may cover an entire country or continent, to react to the varying traffic conditions of a local cluster of terrestrial “neighbors” in the vicinity of the NTN GW. The geographical “scale” of the traffic information is going to be very different, which would make the relevance of this information between the two systems questionable.
Observation 5: Traffic information exchanged over Xn in a terrestrial network has a “local” scale, which makes it of little relevance to an NTN system which may cover an entire country or continent.

Exchanging traffic information between terrestrial and NTN is probably best done at a higher level, e.g. involving OAM, due to the different geographical scale involved.

Proposal 3: Given the different geographical scales of Xn scope and NTN, exchanging traffic information between terrestrial and NTN is probably best done at a higher level, e.g. involving OAM.
2.4 Data Exchange for SON

Two Xn peers may exchange information for self-optimization (SON) functionality.
It has already been observed that NTN is more “predictable” and less subject to the need for “fine-tuning” than terrestrial networks. This may be in part due to the different geographical “scale” of NTN, which offers a “natural” way of aggregating and balancing network resources. For this reason, the above considerations on the different scale for current Xn information exchange and NTN, also apply for the whole set of SON data exchange.

This tight coordination is even more impractical (if not impossible, at the moment, due to different spectrum allocation regulations) on radio level.

Therefore, the usefulness of SON as currently supported over Xn seems highly questionable between NTN and terrestrial. Any network optimization functions might seem to involve a larger scale and would seem to require OAM involvement.

Proposal 4: Xn support for SON is not used in Rel-17 NTN.

2.5 Interface Management

If any NTN-specific parameters seem beneficial to be shared between two NG-RAN nodes at Xn setup and node configuration update, they will need to be added to the corresponding XnAP procedures. We note that up to now no such parameters were identified by RAN3.

Observation 6: If any NTN-specific parameters seem beneficial to be shared between two NG-RAN nodes at Xn setup and node configuration update, they will need to be added to the corresponding XnAP procedure; up to now, no such parameters were identified by RAN3.
Proposal 5: Given the above, as no specific information so far has been identified as necessary to exchange between terrestrial and NTN over Xn, Xn interface management functionality between terrestrial and NTN does not seem needed.

2.6 Further Observations on HAPS

So far, we have considered the satellite case. HAPS may pose a different scenario, as HAPS position and movement may be less predictable than e.g. satellite constellations. For this reason, the above considerations may not be completely applicable.

Observation 7: HAPS position and movement may be less predictable than e.g. satellite constellations, hence the considerations for satellites may not be completely applicable.

Given also that a HAPS may have a more local coverage than a satellite, running Xn between a HAPS and local terrestrial neighbors may be beneficial, and is not precluded.

Observation 8: A HAPS may have a more local coverage than a satellite.
Proposal 6: Xn between a HAPS and local terrestrial neighbors may be beneficial, and is not precluded.
3 Conclusions and Proposals
Our proposals are summarized below.
Proposal 1: Cell reconfigurations (including for energy saving purposes) can be handled via OAM configuration, including interaction aspects between terrestrial and NTN cells, with no need for Xn signaling.

Proposal 2: Current Xn resource coordination functionality is not applicable for NTN in Rel-17.
Proposal 3: Given the different geographical scales of Xn scope and NTN, exchanging traffic information between terrestrial and NTN is probably best done at a higher level, e.g. involving OAM.
Proposal 4: Xn support for SON is not used in Rel-17 NTN.

Proposal 5: Given the above, as no specific information so far has been identified as necessary to exchange between terrestrial and NTN over Xn, Xn interface management functionality between terrestrial and NTN does not seem needed.

Proposal 6: Xn between a HAPS and local terrestrial neighbors may be beneficial, and is not precluded.
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