3GPP TSG-RAN3 #112-e	R3-212035
17th May – 27th May 2021
Online
Agenda Item:	09.3.8.1
Source:	Ericsson, Verizon Wireless
Title:	Max number of F1-C links is exceeded at CU
Document for:	Discussion, Decision
Introduction
[bookmark: _Ref178064866][bookmark: _Hlk40172195]In a previous meeting the case that an F1 Setup Request would result in the number of supported F1-C links in the gNB-CU to be exceeded was discussed. In the following we provide further clarifications on the matter and provide our proposals for the way forward.
Discussion
In RAN3#110 the issue of the number of supported F1-C links being exceeded in the gNB-CU has been discussed and the following was minuted in the Chairman’s notes:

It should be studied whether such other cause values should be reused. It is proposed to continue discussions at the next meeting.

Need a proper analysis on whether there is an issue that should be addressed in signaling (addressing this via cause value probably not the most appropriate way)

In order to summarize briefly, the issue consists of the events where the gNB-CU has already reached the maximum number of F1-C links that it supports while it receives further F1 setup requests. 
Although the specifications do not state any limitation for the number of F1-C interfaces a gNB-CU can support, it is obvious that an implementation has a limited number of connections that can be supported. Let’s assume a gNB-CU supports a maximum of n F1-C connections.  If at the point that the gNB-CU already supports n F1-C links, a gNB-DU sends an F1 SETUP REQUEST message to the gNB-CU in question, then the gNB-CU will respond with an F1 SETUP FAILURE message, since in TS 38.473 it is stated that if the gNB-CU cannot accept the setup, it should respond with a F1 SETUP FAILURE message and with an appropriate cause value.
Looking into TS 38.473, we see that at present there is no appropriate cause value defined. Thus, in the current standard there is no way to indicate the reason of a rejection due to exceeding the maximum number of supported F1-C links. The latter hides from the gNB-DU a clear view of the gNB-CU status and reduces the efficiency of the relevant procedures, since the gNB-DU will not know the reason of the rejection. For example, the gNB-DU may retry multiple times after the failure to establish the F1 connection, without any success. This would consume processing and transport resources and it might be avoided if an appropriate cause value is signalled to the gNB-DU, which triggers a back off from further attempts. 
Observation 1: the gNB-CU cannot indicate that a rejection of F1 Setup Request is due to max number of supported F1-C links being exceeded.
[bookmark: _Hlk40172138]As a result, a cause value should be specified clarifying that the failure is due to surpassing the max number of supported F1-C links. In this way the gNB-DU will know the reason of the rejection averting the issues described above. A new cause value would clearly indicate the problem, and therefore there would be no need for a manual intervention in order to find out the root cause of the problem. 
During online discussions it was proposed that other existing cause values could be used. One example has been to use the cause value defined in 38.473 as below:
	gNB-CU Cell Capacity Exceeded
	The number of cells requested to be added was exceeding maximum cell capacity in the gNB-CU.



This cause value should be used when the max number of supported cells has been reached, while the problem here is the saturation of F1-C links. As a result, the usage of this cause value would rather trigger a behaviour according to which the node would try a reconnection by adding a lower number of cells, while the appropriate action would be to avoid reconnecting altogether. 
Another proposal was to use the cause value Transport Resource Unavailable defined in TS 38.473 as follows:
	Transport Resource Unavailable
	The required transport resources are not available.



We need to keep in mind that the max number of SCTP connections is usually higher than the maximum number of F1-C links. That is because there are redundant (i.e. more than one) SCTP connections for one F1-C link. It is not obvious that an SCTP connection is rejected if the F1-C links capacity is saturated.
The cause value  “Transport Resource Unavailable” means that there are no resources over the transport network, while the issue is that there is no capacity at the node to host one more F1-C link.

Another proposal was to use the cause value Control Processing Overload defined in TS 38.473 as follows:
	Control Processing Overload
	Control processing overload.



It is though obviously understood that this cause value indicates that there are no CP resources. In the case discussed here the issue is that there is no capacity for establishment of an F1-C link.
Consequently, there is no existing cause value which would trigger in the receiving node a back off from re-attempting an F1 setup connection. We therefore propose to introduce a new cause value defined as below:

	Supported F1-C Interface Instances Capacity Exceeded
	The number of F1-C links requested to be setup exceeds maximum capacity in the gNB-CU.


 
In light of the above the following is proposed:
Proposal 1: Specify a cause value clarifying that the failure is due to exceeding the max number of supported F1-C interface instances.

Conclusion
In this contribution the issue of the number of supported F1-C links being exceeded in the gNB-CU has been discussed and the following proposal was made:
Proposal 1: Specify a cause value clarifying that the failure is due to exceeding the max number of supported F1-C interface instances.
CRs reflecting the proposal above are available in R3-212036 and in R3-212043.
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