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1. Introduction
Last RAN2#113bis-e meeting sent a LS to RAN3 on NAS-based busy indication [1], with the following contents. 
	……
there may be at least the following potential impacts to SA2, CT1 and RAN3:
-	Service Request triggering for RRC_INACTIVE: Triggering busy indication from NAS while UE is in RRC_INACTIVE state (which NAS does not differentiate from RRC_CONNECTED) requires specification changes (SA2, CT1). This is assuming that the NAS based busy indication will use Service Request procedure per SA2 agreements.
-	Sending busy indication to 5GC may cause extra delay if 5GC then needs to inform RAN about it (SA2, RAN3)

However, it is also not clear to RAN2 whether these are the only impacts, or whether there would be other impacts. Therefore, RAN2 would like to request the following feedback in order to understand whether the RAN2 decision on busy indication would have issues for other groups:
· Question 1: Are the impacts identified by RAN2 valid?
· Question 2: Are there any other impacts beyond those identified by RAN2?
· Question 3: If the ANS to Q1 and/or to Q2 is yes, can they be specified within Rel-17 timeframe?




In this document, we discuss this issue and propose answers from RAN3 perspective. 
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RAN2 has agreed that only NAS-based busy indication is supported for both idle and inactive UE as follows. This is mainly to harmonize the busy indication for RRC-inactive with idle state. Note that SA2 has already agreed the busy indication for idle UE in [2].

Agreements
1	Only support NAS-based busy indication (for IDLE and INACTIVE)

When the 5GC receives the busy indication, it has two possible ways. The following provides the detailed analysis respectively. Note that it is remit of SA2 to decide the final solutions. 
· Case 1: AMF sends the UE to be CM-idle directly
The AMF may initiate a UE CONTEXT RELEASE COMMAND message to NG-RAN node to force the release of UE, so UE will enter CM-IDLE state. This is the legacy procedure without any NGAP specification impact. This also means that the defined paging restrictions/filters can be used afterwards. 
For the inactive UE, the main benefit of the “busy indication” is to allow the NG-RAN to hold the RAN triggered paging for a limited time. For example, the NG-RAN will postpone the paging in a few cycles. For UEs without eDRX configuration, the DRX paging cycle would be shortest of the UE specific DRX value(s), if configured by RRC and/or upper layers, and a default DRX value broadcast in system information, as specified in TS 38.304. 
As cited from TS 38.331 as follows, the paging cycle normally can be in terms of hundreds of milliseconds, or even larger. In comparison of the extra-delay introduced by the NGAP (e.g., the NG-RAN receives the UE context release message from the 5GC), the latency can be considered marginal.  
PagingCycle ::=                     ENUMERATED {rf32, rf64, rf128, rf256}
defaultPagingCycle                  PagingCycle,


Observation 1: No issue on the network interface delay if the 5GC releases the UE to CM-IDLE.
· Case 2: AMF informs the NG-RAN node of the busy indication
In this case, the 5GC informs NG-RAN that a busy indication has been received, and NG-RAN can decide whether to keep RRC-INACTIVE state or transit to idle. In the meanwhile, the 5GC may stop sending DL signalling data to gNB until a certain time period. Obviously there are changes for NGAP
The same latency analysis for case 1 can be applied for case 2. Due to the characteristic of RAN paging periodicity, the NG-RAN always has to wait for the next paging opportunity for paging, which further neutralize the effect of extra delay. Therefore, the extra delay in this case is not a big issue.

Observation 2: No big issue on the network interface delay if the 5GC informs the NG-RAN node of the busy indication.
To conclude, for both cases, the latency over the network is not a big issue for NAS-based busy indication, in terms of the DRX cycle of the UE. 
Proposal 1: The latency over the network interface is not a big issue if the NG-RAN needs to be informed of the indication (either the UE context release, or the “busy indication”) from the CN. Whether and how the NG-RAN should be informed can be left to SA2.
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Based on the discussion in this paper, we propose the following answers to SA2:
Observation 1: No issue on the network interface delay if the 5GC releases the UE to CM-IDLE.
Observation 2: No big issue on the network interface delay if the 5GC informs the NG-RAN node of the busy indication.
Proposal 1: The latency over the network interface is not a big issue if the NG-RAN needs to be informed of the indication (either the UE context release, or the “busy indication”) from the CN. Whether and how the NG-RAN should be informed can be left to SA2.
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