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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The issue of gNB ID resolution from I-RNTI was discussed at previous meeting and the following agreements were made.
The description in the informative Annex C of TS38.300 is not sufficient, and a fully standardized solution to minimize OAM configuration needs to be produced by RAN3
The solution shall support flexible assignment of the maximum number of Inactive UE contexts per NG-RAN node
The maximum number of Inactive UE Contexts may differ between NG-RAN nodes, and it may be changed after node deployment in a semi-static manner. 
This contribution continues the discussion on this issue and provides our views.
2. Discussion
As previous discussion, there is no standardized structure for NG-RAN nodes from different vendors to apply the same I-RNTI reference profile. This will bring inter-vendor interoperable misunderstanding of the same I-RNTI between the source NG-RAN node and target NG-RAN node. The NG-RAN node receiving the I-RNTI from the UE may not know the length of the NG-RAN node ID part. This may bring the mismatch of NG-RAN node ID between the receiving NG-RAN node and the anchor one, which may result in resumption failure of the inactive UE. 
In previous meetings, there were several enhanced solutions to enable the new node to retrieve the NG-RAN node ID part from the I-RNTI.
Solution 1: exchange randomly chosen local NG-RAN node ID and length over Xn [1]
In this solution, the NG-RAN node randomly derives the local NG-RAN node ID based on the global NG-RAN node ID and sends it to the neighbour NG-RAN node(s). If conflict is detected, one of the NG-RAN node can generate the new local NG-RAN node ID and send it to the related neighbour NG-RAN node(s).  
There are two issues that needs further study and clarify for this solution. The first one is how to manage the conflict issue. Fully relying on the NG-RAN node random selection seems not acceptable, especially from the additional signalling overhead perspective. The existing experience is either configuring a list of available local node identifiers or uniquely allocated by OAM. 
Another issue is to study how to handle the remaining UEs using an old local node identifier, when the NG-RAN node decides to change its local node identifier and notify its neighbours.
Solution 2: local NG-RAN node ID is derived based on the global NG-RAN node ID mod N [2]
In this solution, there is no need to exchange the local NG-RAN node ID. However, this solution may need to exchange the value of N between neighbour nodes or indicates in the I-RNTI (combine with solution 3). If the length N is not a standardized value, the target NG-RAN node is unaware how to extract the gNB ID part from the receiving I-RNTI. 
If the local node ID is to be modified, the short ID length N should be reconfigured from OAM. 
Solution 3: the length of (short) NG-RAN Node ID part is self-contained in the I-RNTI [3]
This solution seems a complementary of either solution 1 or solution 2.  However, assigning 2 or 3 bits in I-RNTI to indicate the length of local NG-RAN ID may imply fewer bits remaining for the local NG-RAN ID or the UE context ID which lead to higher conflict probability or less number of active UEs supported.
[bookmark: OLE_LINK41][bookmark: OLE_LINK42]Based on above analysis, we prefer to select option 1 as the solution for the local node identifier generation and further study the conflict issue and smoothly support of remaining UEs during local node identifier change.
Proposal 1: RAN3 to agree on exchanging on the local node identifier via Xn and further study the conflict issue and smoothly support of remaining UEs during local node identifier change.
[bookmark: OLE_LINK43][bookmark: OLE_LINK44]Proposal 2: In order to avoid the local node identifier conflict, RAN3 to agree that OAM is in charge of the local node identifier allocation, like NR PCI selection function.
According to the agreement of last meeting, due to the requirement to support more inactive UEs, the NG-RAN node could change its local NG-RAN node identifier. However, it is very likely that there are still inactive UE contexts with old local node identifier stored in the NG-RAN node. 
One potential solution is that the NG-RAN node can wait for the relocation of all previous inactive UE contexts before applying the new profile 2. However, in this way, the NG-RAN node cannot configure the new UEs into inactive to avoid new UE contexts with the profile 1 before clearing all the previous inactive UE contexts. And this will limit the NG-RAN node to configure the new UE into inactive and it is unknown how long to wait.   
On the other hand, the NG-RAN node can page the previous inactive UEs, release them into idle, or reconfigure them with new I-RNTIs with the new local NG-RAN node identifier. This may bring lots of signalling overhead or state mismatch between UE and NG-RAN node. 
Alternatively, one smoothing way can be considered. Upon the change of the local node identifier the NG-RAN node can also maintain the old local node identifier and send this indication to neighbouring nodes. In this way, the NG-RAN node can maintain the inactive UE contexts with two local NG-RAN node identifiers. When all the inactive UEs with the old local node identifier are relocated or released, the NG-RAN node can inform the neighbour NG-RAN node(s) the invalid of the old node identifier.
[bookmark: OLE_LINK45][bookmark: OLE_LINK46][bookmark: OLE_LINK122][bookmark: OLE_LINK123]Proposal 3: Support of flexible number of inactive UEs needs the NG-RAN node to maintain at least two local NG-RAN node identifiers for some time until there is no UE using the old node identifier. The NG-RAN node’s neighbour nodes should be informed when the old node identifier is still valid or becomes invalid.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
In this contribution, we provide further analysis on the I-RNTI reference profile update solution, and have the following observations and proposals.
Proposal 1: RAN3 to agree on exchanging on the local node identifier via Xn and further study the conflict issue and smoothly support of remaining UEs during local node identifier change.
Proposal 2: In order to avoid the local node identifier conflict, RAN3 to agree that OAM is in charge of the local node identifier allocation, like NR PCI selection function.
Proposal 3: Support of flexible number of inactive UEs needs the NG-RAN node to maintain at least two local NG-RAN node identifiers for some time until there is no UE using the old node identifier. The NG-RAN node’s neighbour nodes should be informed when the old node identifier is still valid or becomes invalid.
The tentative CR is provided in [4].
4. Reference
[1] R3-210734, Node Identifier for RRC Inactive, Ericsson, AT&T, Verizon Wireless
[2] R3-210422, Local NG-RAN node identifier, Nokia, Nokia Shanghai Bell
[3] R3-210195, Discussion on I-RNTI partitioning, ZTE
[4] [bookmark: _GoBack]R3-212015	NG-RAN node ID resolution from I-RNTI [INACTIVE_Local_Node_Id]

3GPP
