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Introduction
One of the Rel-17 NR QoE WID objectives is to evaluate and specify an initial relevant set of RAN-visible QoE parameters.  
To support RAN visible QoE, evaluate and specify an initial relevant set of RAN-visible QoE parameters, then specify configuration and reporting. [RAN3, RAN2]
This paper discusses a set of QoE metrics that can be defined as RAN visible QoE metrics for DASH streaming services. Note that the same QoE metrics are applicable to the VR type of services.
QoE visibility at the RAN
As of today, the QoE reports are delivered in RRC containers, transparently to the RAN. At the RAN3#111-e meeting RAN3 decided to recommend the RAN visible QoE for the Rel-17 NR QoE work item, the main motivation being that this would, in conjunction with radio measurements and information, enable the RAN to take timely and proper decisions. Some possible use cases for QoE visibility at the RAN include:
· QoE-aware traffic steering.
· Link adaptation.
· Mobility decision evaluation after a HO, where the quality of experience of the user at the target cell is reported to the source cell, by which the source cell learns whether the handover decision was good or not.
Observation 1: The use cases for QoE visibility at the RAN, are at least the following:
· QoE-aware traffic steering.
· Link adaptation.
· Mobility decision evaluation after a HO, where the quality of experience of the user at the target cell is reported to the source cell, by which the source cell learns whether the handover decision was good or not.
Due to the Rel-17 NR QoE work item time constraints, we suggest limiting the scope of the RAN visible QoE to certain services like DASH streaming, and, possibly VR services. The reason is that the video traffic currently constitutes, and will continue to do so, most of the traffic carried by mobile networks.
Proposal 1: Due to time constraints, the Rel-17 scope of RAN visible QoE is limited to the DASH streaming service and the VR service.
Table 1 summarizes the QoE metrics of DASH streaming and VR services specified in SA4 specifications. Note that the highlighted DASH streaming QoE metrics are common with VR related QoE metrics, meaning that the RAN visible QoE version can be applied to both DASH streaming and VR services. 

Table 1: QoE metrics for DASH streaming and VR services.
	QoE metrics of DASH streaming [TS 26.247]
	QoE metrics of VR services [TS 26.118]

	· Buffer Level
· Initial Playout Delay
· Playout Delay for Media Start-up
· Play List
· MPD Information
· Device information
· Display size, etc.
	· Buffer Level
· Initial Playout Delay
· Playout Delay for Media Start-up
· Play List
· MPD Information
· VR Device information
· Comparable quality viewport switching latency
· Rendered viewports 



Observation 2: DASH streaming and VR services have a common set of QoE metrics i.e. the VR metrics are a superset of DASH streaming metrics.
In our understanding, among the listed parameters, some of them can be highly useful if visible to the RAN. Moreover, the legacy QoE measurements are provided by the UE to the network inside zipped XML files, meaning that parsing, decoding, and analysing such measurements may be a cumbersome task for the RAN nodes.
[bookmark: _Hlk71099771]Observation 3: The visibility, at the RAN, of certain DASH QoE measurement metrics, such as Buffer Level and Play List is useful. However, reading legacy QoE measurement reports at the RAN may be challenging.
Proposal 2: RAN-visible DASH streaming QoE metrics can be applied to both DASH services and VR services.
In the following we discuss the metrics we deem useful in decision making at RAN nodes.
Buffer Level as a RAN visible QoE metric
Buffer level is typically measured in the scale of seconds. If visible to RAN, this application layer QoE metric can be used by a RAN node serving the UE for mobility decisions. For example, if the application buffer level reveals that the data stored at the buffer could be consumed during a HO without causing the video to stall, the RAN node can configure the UE with a legacy HO. On the other hand, if the buffer level is low, the RAN node may configure DAPS HO or at least a conditional HO to avoid the radio link failure.
In addition, if the UE does not support DAPS HO, the network node can prioritize the UE by injecting more data/content to that UE and its application layer buffer, before performing the HO, so the application could consume the buffered data during the HO execution, providing a seamless connectivity (without video stalling) during the HO.
Observation 4: Revealing the buffer level information to the RAN can enable better mobility decisions (e.g. the selection of HO type between legacy HO, DAPS HO or CHO), leading to seamless connectivity and a lower risk of video stalling. 
Proposal 3: The Buffer Level DASH streaming metric is provided from the application to the UE access stratum as a RAN visible QoE metric.
Playlist Information as a RAN visible QoE metric
As specified by SA4, the Playlist metric includes a list of playback periods. A playback period is the time interval between a user action, and whichever occurs soonest of the following: next user action, the end of playback or a failure that stops playback. 
Assume a user clicks to start a 60-second video with the following playout characteristics:
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Figure 1: Example of Playout characteristics
Then the following information will be captured as part of play list metric. 
· 5 seconds of initial stalling.
· 10 seconds playing with representation 1 (dark blue).
· 15 seconds of stalling.
· 20 seconds playing with representation 2 (light blue).
· 30 seconds playing with representation 1 (dark blue).    
This knowledge can help the RAN node to collect the statistics on the quality of the video experienced by the end user, which can be valuable at RAN for radio resource partitioning and allocation among different users and services. However, the entire playlist measurement may be cumbersome to process by the RAN node. So, in our view, a simplified version of the playlist, e.g., an indication from the application to the access stratum whenever the video representation change or the video stalls, would be suitable. The UE RRC can indicate such events to the network in a list of events (at a later time) or immediately upon the switching between two different events (e.g. a switch between representation 1 and a stall). The details of reporting of this metric can be discussed in RAN2.
Observation 5: Providing the entire play list information to the RAN node as standardized in SA4 spec is cumbersome for both the UE and the network. Meanwhile, knowing the information such as presented video quality and video stalling statistics, can be valuable at RAN for radio resource partitioning and allocation among different users and services. 
Proposal 4: A simplified version of the DASH streaming Play List metric is provided to the UE access stratum layer as a RAN visible QoE metric, indicating the video representation quality during the session, and the list of stalling events. Details of the solution can be discussed in RAN2.
Playout Delay as a RAN visible QoE metric
Playout Delay for Media Start-up indicates the waiting time that the user experiences for media start-up. In other words, it is measured as a time, in milliseconds, from the time instant the DASH player received playback start trigger to the time instant of the media playout. This metric is logged only when the media start-up happens and may include the delay experienced due to the absence of the MPD Information metric, that is required to select the representation and fetch the associated video segments. 
We think this metric can be very useful at the RAN because it indicates to the RAN the maximum time budget to deliver the content to the UEs. As shown in Figure 2, a RAN node can leverage playout delay for media start-up as a time budget to deliver the requested content without video stalling, while, at the same time, not over-allocating the precious radio resources to that service. The network node can classify the users based on their time constraints and perform a priority scheduling (based on the playout delay as a time constraint) to deliver the required content on time. In other words, if the playout delay for media start-up is short, the network should allocate more resources to ensure the delivery of the contents. Meanwhile, having larger playout delay for media start up would relax the constraint for the network to deliver the contents to the application, and the network can leverage it to deliver the contents to different users in a timely manner.
Observation 6: Playout Delay for Media Start-up can be used as a time budget constraint for scheduling.
Proposal 5: The Playout Delay for Media Start-up is provided from the application to the Access Stratum layer as a RAN visible QoE metric.


[image: ]
Figure 2: Different RAN strategies based on the playout delay for media start-up. Blue line: Over-allocated radio resources; Green line: allocating the resources to deliver the content on time without video stalling.
After RAN3 has agreed upon RAN visible QoE metrics, we propose that the RAN2 is informed.
Proposal 6: Send an LS to RAN2 informing about the conclusions on RAN visible QoE metrics.
Conclusion
[bookmark: _In-sequence_SDU_delivery]In previous sections we observe the following:
Observation 1: The use cases for QoE visibility at the RAN, are at least the following:
· QoE-aware traffic steering.
· Link adaptation.
· Mobility decision evaluation after a HO, where the quality of experience of the user at the target cell is reported to the source cell, by which the source cell learns whether the handover decision was good or not.
Observation 2: DASH streaming and VR services have a common set of QoE metrics i.e. the VR metrics are a superset of DASH streaming metrics.
Observation 3: The visibility, at the RAN, of certain DASH QoE measurement metrics, such as Buffer Level and Play List is useful. However, reading legacy QoE measurement reports at the RAN may be challenging.
Observation 4: Revealing the buffer level information to the RAN can enable better mobility decisions (e.g. the selection of HO type between legacy HO, DAPS HO or CHO), leading to seamless connectivity and a lower risk of video stalling. 
Observation 5: Providing the entire play list information to the RAN node as standardized in SA4 spec is cumbersome for both the UE and the network. Meanwhile, knowing the information such as presented video quality and video stalling statistics, can be valuable at RAN for radio resource partitioning and allocation among different users and services. 
Observation 6: Playout Delay for Media Start-up can be used as a time budget constraint for scheduling.
Based on the discussion we propose the following:
Proposal 1: Due to time constraints, the Rel-17 scope of RAN visible QoE is limited to the DASH streaming service and the VR service.
Proposal 2: RAN-visible DASH streaming QoE metrics can be applied to both DASH services and VR services.
Proposal 3: The Buffer Level DASH streaming metric is provided from the application to the UE access stratum as a RAN visible QoE metric.
Proposal 4: A simplified version of the DASH streaming Play List metric is provided to the UE access stratum layer as a RAN visible QoE metric, indicating the video representation quality during the session, and the list of stalling events. Details of the solution can be discussed in RAN2.
Proposal 5: The Playout Delay for Media Start-up is provided from the application to the Access Stratum layer as a RAN visible QoE metric.
Proposal 6: Send an LS to RAN2 informing about the conclusions on RAN visible QoE metrics.
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