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1 Introduction
In last RAN3 meeting, the congestion mitigation was further discussed and the following agreements were achieved:

	The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.


In this contribution, we will continuously address CP-based and UP-based congestion mitigation. 

2 Discussions
2.1 CP-based method

· Issue 1: granularity for the congestion reporting

Currently, three possible granularities can be considered, i.e., per BAP routing ID, per child link and per BH RLC CH ID. In our understanding, the congestion status is referring to child link. However, the question is that whether the congestion of the entire child link can be considered as the real congestion. This may not be true. In HbH flow control, the buffer size is reported per BH RLC CH or per BAP routing ID. This means that the resource of each IAB node (including buffer) is allocated per routing path or BH RLC CH. If the resource occupied by one BH RLC CH/routing path exceeds the limitation, the IAB node may decide to drop packet for it. Thus, when the buffer for an BH RLC CH or per BAP routing ID exceeds the limitation, is means a congestion. In other words, similar to HbH flow control, the congestion status reporting should allow the granularity of BAP routing ID or BH RLC CH. Moreover, since BH RLC CH is per child link, the congestion status reporting should be per BH RLC CH + next-hop node. With these reporting, the per Child link reporting may not needed since the congestion of the entire child link can be deduced from per BAP routing ID/per BH RLC CH reporting, i.e., if congestion status is reported by referring to all BAP routing IDs/all BH RLC CH towards the same child node, it means the congestion of the whole child link. 

Proposal 1-1: the CP-based congestion indication can be reported per BAP routing ID or per BH RLC CH + Child node BAP address. 

· Issue 2: coexistence with gNB-DU overload information
In legacy F1, the gNB-DU Status Indication procedure already includes a mandatory IE, i.e., gNB-DU Overload Information IE. This issue is referring to how set gNB-DU Overload Information IE and IAB Congestion Indication IE. In our opinion, the gNB-DU Overload Information IE is referring to the status of the entire IAB-DU, while the IAB Congestion Indication IE is referring to a BH RLC CH or BAP routing ID. Thus, the IAB Congestion Indication IE should be used when gNB-DU Overload Information IE is set to “not-overloaded”. 

Proposal 1-2: the IAB Congestion Indication IE should be present when the gNB-DU Overload Information IE is set to “not-overloaded”. 

· Issue 3: triggering of CP-based congestion indication

We understand the CP-based method is applied when the UP-based method does not help. Since mmWAVE is one of main deployment frequency for IAB, the link quality degradation is unexpected and the period of such degradation situation is variable. If it cannot be long, we understand UP-based method is enough. However, we cannot guarantee this in the real deployment. On the other hand, the UP-based method is implemented at the IAB donor CU-UP, where the applied mitigation strategies are mainly in the UP domain, e.g., reduce the data transmission rate. However, in some case, such UP domain policy cannot solve the problem in essence. For example, if one BH link is degraded due to a long-term blockage, slowing down the sending rate does not solve the real problem for the congestion. Thus, at this moment, the CP can trigger a load reporting from IAB nodes to identify the congestion point along the routing path so that the IAB donor CU-CP can change the route path to the one not involving the congestion point. In other words, the CP-based congestion indication can be triggered by IAB-donor CU-CP polling, while such polling is triggered by the CP-UP indication. For CP-UP indication, it can be per GTP-U tunnel. 
Proposal 1-3: the CP-based indication is triggered by IAB donor CU-CP polling, while the CU-CP polling is triggered by the congestion indication per GTP-U tunnel from the CU-UP. 
· Issue 4: non-overloaded indication

As indicated in Proposal 3, the CU-CP polling is triggered by the indication from the CP-UP. If the congestion indication from CP-UP is not received, the CU-CP can deduce that the congestion situation is resolved. 
Proposal 1-4: “non-overloaded” indication is not needed 
2.2 UP-based method
After the last meeting, the UP-based method is down-selected to 1) no enhancement and 2) packet marking. We understand that such down-selection is performed based on the voting, which reflects that whether the existing DDDS information can solve the E2E congestion or not is still an open question. Since “packet marking” is the only solution with enhancement, we need check what’s the additional benefit brought by such scheme. Apparently, the “packet marking” allows the accessing IAB node be aware of the volume of packets with large buffering time along the transmission path.
Fig. 1 shows the information derived from the existing DDDS reporting, i.e., a), b), c), d), g), h) in TS38.425, which can be used to deduce the packets not sent to the lower layer. Those un-transmitted packets are either buffered at the accessing node, or buffered at the intermediate node along the routing path. The IAB donor CU can deduce the status of un-transmitted packets via multiple DDDS. For example, in the 1st DDDS, the un-transmitted packets are 4,,6,8,10~15, while in the 2nd DDDS, the un-transmitted packets are 6,8,10~15, 16. Thus, the IAB donor CU can deduce that packets 6,8, 10~15 are buffered at one IAB nodes along the routing paths. In this sense, the IAB donor CU can implicitly deduce how long the packets have been buffered along the routing path. 
Observation 1: the legacy DDDS can provide information to help IAB donor CU deduce the buffering time of the packets. 
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Fig. 1 Existing DDDS for congestion mitigation
On the other hand, we need check the resultant issues of “packet marking”:

· The volume of marked packets cannot reflect the real congestion
The volume of marked packets cannot reflect whether those marked packets are marked by one IAB node or multiple IAB nodes. For example, 100 marked packets may be marked by one IAB node, or marked by 5 IAB nodes. Apparently, the latter case cannot indicate the congestion. 
· Delay threshold setting may cause IoT issue
The packet marking relies on the delay threshold configuration, which is an implementation issue. Moreover, such delay threshold setting is highly related to the capability of the IAB node. Thus, it is possible that different vendors set such threshold differently. Then, the resultant congestion detection may be not accurate. 

· The IAB node processing burden is increased

To support this solution, each IAB node should maintain a timer for each packet. This is a huge processing burden, which will slow down the packet transmission. 
· Not backward compatible
This feature is not compatible to Rel-16 IAB node. Specifically, if a routing path contains Rel-16 and Rel-17 IAB nodes, the volume of marked packet cannot reflect the real congestion situation

· Specification impact 

This solution needs specification enhancement in both RAN2 and RAN3. 

Observation 2: To support packet marking, several issues should be resolved. 

Compared to legacy DDDS, the packet marking does not bring obvious benefit. So, we propose

Proposal 2: in Rel-17, the legacy DDDS is used for UP-based E2E congestion mitigation.  
3 Conclusions
In this contribution, we discuss the congestion mitigation via E2E flow control, and propose:
Proposal 1-1: the CP-based congestion indication can be reported per BAP routing ID or per BH RLC CH + Child node BAP address. 

Proposal 1-2: the IAB Congestion Indication IE should be present when the gNB-DU Overload Information IE is set to “not-overloaded”.
Proposal 1-3: the CP-based indication is triggered by IAB donor CU-CP polling, while the CU-CP polling is triggered by the congestion indication per GTP-U tunnel from the CU-UP. 
Proposal 1-4: “non-overloaded” indication is not needed
Proposal 2: in Rel-17, the legacy DDDS is used for UP-based E2E congestion mitigation.
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