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1 Introduction
In last RAN3 meeting, the NRDC has been confirmed for the topology redundancy. For CP-UP separation, the following agreements are achieved:
	In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)
To support CP-UP separation, the node terminating F1 interface for the IAB-node determines the transfer path of F1-C traffic


For inter-donor topology redundancy, the following agreements are achieved:

	In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

The inter-donor topology redundancy is applicable for F1-U traffic:

- FFS on how to support data transmission of UE bearers via 2 donors.

- FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

- FFS at which of the two donors these F1 interfaces terminate

- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).

The F1-terminating donor initiates the traffic offload to the other donor’s topology

To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

The boundary IAB node belongs to two topologies of two donor CUs

Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,

- opt1 OAM based solution

- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)

- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node

- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node

In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic.

The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.


In this contribution, we will continue to address some important issues for topology redundancy. 
2 Discussion 
NR-DC is the fundamental technology for the CP-UP separation and inter-donor topology redundancy. Each IAB node can establish the NR-DC in two possible cases:
· Case 1 (NR-DC is established after F1 Setup)

In this case, the connected IAB donor CU can decide to establish NR-DC for the IAB node, so the IAB donor CU should be acted as the MN, while the new added node acts as SN. After that, the MN can decide the CP-UP separation configuration, and also the topology redundancy configuration.
· Case 2 (NR-DC is established before F1 Setup)

In this case, if only one node has the IAB donor CU functionality, such node should be the F1 termination point. Moreover, such node should determine the CP-UP separation configuration, and topology redundancy configuration. Thus, the IAB donor CU can be either MN or SN. On the other hand, if both nodes have the IAB donor CU functionality, which node should be the F1 termination point should be further discussed. 

In both cases, the following aspects should be considered:

· Determination of F1 termination point for IAB node

· Determination of configuring CP-UP separation, topology redundancy, or both

· CP-UP separation dedicated enhancement

· Topology redundancy dedicated enhancement
Thus, in the following, we will address those aspects in different sub-sections.
2.1 Determination of F1 termination point for IAB node 

This aspect is only applicable for the above case 2 (NR-DC is established before F1 setup). In last meeting, concerns have been shown to the validation for this scenario since NR-DC is not needed if no UE accesses to the IAB node. In our understanding, before F1 setup, the IAB node needs download the OAM configuration. If the network load is a problem, the NR-DC configuration may be triggered to help OAM configuration downloading. Thus, case 2 is a valid scenario. In legacy CU-DU split, the F1 termination point is determined by the OAM configuration. Moreover, the OAM makes the decision based on the inputs from the gNB-DU, e.g., IP address, location, etc. Similarly, the IAB-DU should provide some information (e.g., serving cell) to the OAM in order to configure the F1 termination point. Thus, the F1 termination point should depend on the information provided by the IAB node:
· Option 1: the information provided to OAM is IAB node implementation issue
· Option 2: the information provided to OAM is based on network configuration. This option requires MN/SN’s indication on which node acts as donor, or even coordination between MN and SN on determine which node is the donor. 
Compared to option 2, option 1 is simple, and no technical showstopper can be found. When NR-DC is configured, the IAB node can deduce which serving cell supports the IAB according to IAB-support indication in SIB1. If only one serving cell support IAB, the corresponding node should act as the donor, and IAB node should provide information of such serving cell to OAM; if both serving cells support IAB, it depends on IAB node’s selection on which node should act as donor.  Thus, we propose:
Proposal 1-1: In case of establishing NR-DC before F1 setup, the F1 termination point purely depends on IAB node implementation so that either MN or SN can act as IAB donor CU for IAB node. 
In case of establishing NR-DC after F1 setup, the MN is naturally acting as the IAB donor CU. A resultant issue is whether the donor CU can be migrated from MN to SN. In our understanding, the topology redundancy is used for load balancing, i.e., the load over the topology under MN is heavy loaded, and MN needs SN to offload some traffic. This does not mean the MN cannot serve IAB node anymore. Thus, it is unnecessary to change the IAB donor CU from MN to SN.
Proposal 1-2: In case of establishing NR-DC after F1 setup, the F1 termination point is MN, and there is no need to change IAB donor CU from MN to SN. 
Another remaining issue from last meeting is whether the boundary IAB node and its descendant IAB node should has the same termination point. As indicated above, the F1 termination point is related to the OAM configuration. Moreover, the IAB node should provide some information to OAM for donor CU selection. The potential information is the serving cell. In NR-DC case, the serving cell of each descendant node belongs to the donor CU of the boundary IAB node. Thus, all descendant nodes should provide the serving cell of the boundary node’s donor CU to the OAM, and then OAM will configure the same termination point to the descendant node. 
Proposal 1-3: all descendant nodes has the same F1 termination point as the boundary IAB node. 

On the other hand, such common termination point can facilitate the inter-donor BAP routing configuration. 
2.2 Determination of configuring CP-UP separation, topology redundancy, or both

The above discussion indicates that:
· F1 termination point is MN in case that the NR-DC is established after F1 setup

· F1 termination point is either MN or SN depending on IAB node selection in case that the NR-DC is established before F1 setup

After determining F1 termination point, the IAB donor CU can determine the following thing:
· CP-UP separation configuration, which is already agreed as “ To support CP-UP separation, the node terminating F1 interface for the IAB-node determines the transfer path of F1-C traffic”

· Trigger the topology redundancy for load balance, which is already agreed as “ The F1-terminating donor initiates the traffic offload to the other donor’s topology” 
· CP-UP separation scenario, i.e., scenario 1 or scenario 2.  If the MN is the termination point, it is scenario 2; otherwise, it is scenario 1. 

Proposal 2: the F1-termination point determines the CP-UP Separation scenario (e.g., scenario 1, scenario 2), configuration of CP-UP separation (F1-C via MCG, SCG , or both), and configuration of topology redundancy. 
2.3 CP-UP separation dedicated enhancement
In EN-DC, the RRC TRANSFER message is enhanced to transfer IABOtherInformation message. The intention is for the IP address allocation. NR-DC does not show any difference from this so it is better to support this over Xn. 
Proposal 3-1: the RRC TRANSFER message is enhanced to include IABOtherInformation message. 
Another issue is F1C-over-NR and F1C-over-BAP on the same parent link. In EN-DC case, LTE link only defines RRC message for F1-C traffic, while NR link only defines BH RLC CH for F1-C traffic. Thus, once the F1-C traffic transfer path (i.e., LTE, NR, or both) is configured, the method of F1-C traffic transmission (i.e., via RRC or via BH RLC CH) is uniquely determined. However, in Rel-17, NR RRC should be enhanced to transmit F1-C traffic. In Scenario 1, if F1-C traffic transfer path is configured to “SCG” or “both” and the split SRB2 or SRB3 is configured, we will face the following situation:

· The IAB-MT can send F1-C traffic via SCG 

· BH RLC CH for F1-C traffic is configured at the SCG. So, the IAB-MT can use BH RLC CH over SCG for F1-C traffic.

· Since RRC messages via Split SRB2 or SRB3 are enhanced to convey F1-C traffic, it is technically feasible for the IAB-MT to use RRC message over SCG for F1-C traffic as well. 
Similarly, in scenario 2, technically speaking, IAB-MT can use either BH RLC CH or RRC message for F1-C traffic transmission over MCG. 

Thus, in Rel-17, we will face the situation that the F1-C-over-BAP and F1-C-over-RRC are simultaneously allowed over the same parent link (e.g., SCG link in scenario 1, and MCG link in scenario 2). In our understanding, we should avoid both transmission methods over one parent link. Therefore, the following two options can be considered:

· Option 1: F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.

· Option 2: An explicit configuration is sent to the IAB-MT by indicating either F1-C-over-BAP or F1-C-over-RRC

We understand RAN2 does not have conclusion. However, we anyway need one solution to avoid F1-C-over-RRC when BH is available since F1-C-over-RRC introduces more signaling overhead. Thus, we propose 

Proposal 3-2: RAN3 determines one solution for F1-C-over RRC and F1-C-over-BAP on the same parent link. 

2.4 Topology redundancy dedicated enhancement
The fundamental issue for the inter-donor topology redundancy is the inter-donor BAP routing scheme, which is not decided yet, and needs RAN2 progress. However, to make progress, we are seeking some common issues regardless of the selected inter-donor BAP routing scheme. 
· Common issue 1: Granularity of offloading

	· The inter-donor topology redundancy is applicable for F1-U traffic:

· - FFS on how to support data transmission of UE bearers via 2 donors.

· - FFS on the granularities of the load balancing for F1-U traffic.
· The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.


Over the F1, the granularities of F1-U and F1-C traffic are GTP-U tunnel and TNL association, respectively. Moreover, once the inter-donor topology redundancy is configured, the traffic via first path and secondary path has to use different IP addresses. Thus, it is impossible to offload the traffic of one GTP-U tunnel or TNL association to two different topologies.  

Proposal 4-1: The granularities of F1-U and F1-C traffic are GTP-U tunnel and TNL association, respectively. 
· Common issue 2: IP address assignment
To support the inter-donor BAP routing, the boundary IAB node and the descendant nodes should be assigned two sets of IP addresses, each of which is terminated to two different donor DUs under two CUs. Thus, the F1-termination node of the boundary/descendant node should trigger the IP address request towards the non-F1 termination node. 

Proposal 4-2: two sets of IP addresses are assigned by F1-termination node and non-F1 termination node, respectively, to the boundary/descendant node, and configured via F1-termination node. 
· Common issue 3: inter-donor topology redundancy related procedures
As indicated above,  in case of establishing topology redundancy after F1 setup”, the MN is the donor CU; while in case of establishing topology redundancy before F1 setup”,  either MN or SN can be donor CU. Regardless of which node acts donor CU, the inter-donor topology redundancy establishment should be triggered by the F1-termination node. Thus, the procedure can be described in terms of F1-termination/non-F1 termination node. 
· Non-UE associated vs. UE associated

The inter-donor topology redundancy is referring to the boundary IAB node and descendant nodes. If UE-associated procedure for each node is used, multiple procedures should be triggered if the F1-termination node wants to offload traffic belonging to different IAB nodes. In the contrary, the non-UE associated procedure can be used to perform the offloading of different IAB nodes. 
Proposal 4-3: the non-UE associated XnAP procedures are defined for inter-donor topology redundancy
· Which procedures should be defined
Apparently, after NR-DC establishment, the F1-termination node can trigger the inter-donor topology redundancy establishment procedure to offload traffic. After that, both F1-termination node and non-F1-termination node can trigger the update procedure to modify the offloaded traffic. In addition, if inter-donor topology redundancy is not needed anymore, the F1-termination node can trigger the release procedure as well. Those procedures are actually used to exchange the offloading context between two CUs. Thus, we proposed to define those procedures as: Inter-donor Context Setup procedure, Inter-donor Context Modification Request procedure, Inter-donor Context Modification Required procedure, and Inter-donor Context Release procedure. 
Proposal 4-4: the procedures for inter-donor topology redundancy contain: 1) Inter-donor Context Setup procedure, 2) Inter-donor Context Modification Request procedure, 3) Inter-donor Context Modification Required procedure, 4) Inter-donor Context Release procedure

· Differentiation to the offloaded traffic in non-F1 termination node’s topology
As indicated by Proposal 4-1, the granularity of offloaded traffic is GTP-U tunnel/TNL association. In the F1-termination node’s topology, those traffic may be routed via different routing paths (i.e., assign different BAP routing IDs) and different BH RLC CHs over the boundary and descendant nodes. Thus, when offloading those traffic to the non-F1-termination node’s topology, such granularity cannot be broken, i.e., when receiving the packets of the offloaded traffic, the boundary IAB node should be able to differentiate the traffic at the granularity of GTP-U tunnel/TNL association. This can be achieved by differentiating those traffic via, e.g., using different BH RLC CHs, assigning different BAP routing IDs, etc.. 
Proposal 4-5: the F1-termination node can provide the information of offloaded traffic on the granularity of GTP-U tunnel/TNL association, and then the non-F1 termination node should ensure the offloaded traffic can be differentiated at same granularity.
· Common issue 4: XnAP signaling enhancement

In order to support the topology redundancy, some signaling exchange between MN and SN is inevitable. The last RAN3 meeting already agreed “ To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.”. The following table shows the potential signaling enhancement for each option. 
	
	F1-terminating donor

· Non-F1 terminating donor
	Non-F1 terminating donor

· F1 terminating donor

	Opt 1(OAM)
	Offload traffic information:

· traffic type (non-UE F1-C, UE F1-C) for non-UP traffic 

· traffic QoS for UP traffic

· destination IP address 
· BAP routing ID (DL)
	Mapping information for one traffic 

· DSCP/flow label setting

· Ingress BH RLC CH (DL)
· Egress BH RLC CH (UL)

· BAP routing ID (UL)

	Opt 3a (routing via extended BAP address)
	Offload traffic information:

· traffic type (non-UE F1-C, UE F1-C) for non-UP traffic 

· traffic QoS for UP traffic

· destination IP address
· extended BAP routing ID (DL)
	Mapping information for one traffic 

· DSCP/flow label setting

· Ingress BH RLC CH (DL)

· Egress BH RLC CH (UL)
· Extended BAP routing ID (UL)

	Opt 3b (routing via eLCID)
	Offload traffic information:

· traffic type (non-UE F1-C, UE F1-C) for non-UP traffic 

· traffic QoS for UP traffic

· destination IP address

	Mapping information for one traffic 

· DSCP/flow label setting

· Ingress BH RLC CH (DL)

· Ingress eLCID

· Egress BH RLC CH (UL)

· Egress eLCID

	Opt 4 (BAP header rewriting based on BAP routing ID)
	Offload traffic information:

· traffic type (non-UE F1-C, UE F1-C) for non-UP traffic 

· traffic QoS for UP traffic

· destination IP address
	Mapping information for one traffic 

· DSCP/flow label setting

· Ingress BH RLC CH (DL)

· Ingress BAP routing ID (DL)

· Egress BH RLC CH (UL)

· Egress BAP routing ID (UL)

	Opt 5 (BAP header rewriting based on IP)
	Offload traffic information:

· traffic type (non-UE F1-C, UE F1-C) for non-UP traffic 

· traffic QoS for UP traffic

· destination IP address
	Mapping information for one traffic 

· DSCP/flow label setting

· Ingress BH RLC CH (DL)

· Ingress BAP routing ID (DL)

· Egress BH RLC CH (UL)

· Egress BAP routing ID (UL)


No matter which option is selected, we identify some common information for exchange:

· F1-terminating donor ( non-F1 terminating donor:

To offload traffic, the traffic related information should be provided on the granularity of GTP-U tunnel/TNL association, which includes:

· Traffic type: in case of offloading non-UP traffic, the non-F1 terminating donor should know the traffic type in order to configure dedicated transmission path, if needed. 

· Traffic QoS: in case of offloading UP traffic, the QoS information required to by satisfied by the secondary path can facilitate the routing and bearer mapping configuration in the secondary path

· Destination IP address: this can help the non-F1 terminating donor identify the traffic destination in order to configure the IP layer to BAP layer mapping at the donor DU side

· Non-F1-terminating donor ( F1 terminating donor:

The information should be able to reflect the transmission configuration of the offloaded traffic in the secondary path, which includes:

· DSCP/flow label setting: this help the F1 terminating donor set the IP header information for the offloaded traffic in DL

· Ingress BH RLC CH for DL and Egress BH RLC CH for UL: normally, to configure the bearer mapping, the ingress BH RLC CH+prior-hop BAP address or the egress BH RLC CH+next-hop BAP address should be provided. However, in this case, the prior-hop node for DL and the next-hop node for UL are known by F1-termination node when setting up NR-DC. Thus, there is no need to provide prior-hop BAP address and next-hop BAP address.

Proposal 4-6: the following information should be provided on the granularity of GTP-U tunnel/TNL association from the F1-terminating donor to the non-F1 terminating donor :

· Traffic type for non-UP traffic

· Traffic QoS for UP traffic

· Destination IP address

As the response, the following information should be provided from the non-F1 terminating donor to the F1 terminating donor:

· DSCP/flow label setting 

· Ingress BH RLC CH for DL and Egress BH RLC CH for UL 
· Common issue 5: stage-2 procedure for inter-donor topology redundancy
The following figure shows an example procedure for inter-donor topology redundancy. 
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Fig. 1 Flow-chart for inter-donor topology redundancy
Step 1: the NR-DC establishment procedure is performed for the IAB-MT of the boundary IAB node. During this procedure, the IP address(es) for the boundary/descendant IAB node can be requested from IAB-donor2-CU. 

Step 2: The UE Context Setup/Modification Procedures are preformed between the IAB-donor1-CU and IAB-DU of the boundary/descendant IAB node. During those procedures, the UE contexts for the offloaded traffic are configured, and the IAB-DU part will select the proper IP addresses for the offloaded traffic on the granularity of GTP-U tunnel/TNL association. 

Step 3: the IAB-donor1-CU initiates INTER-DONOR CONTEXT SETUP REQUEST message to the IAB-donor2-CU in order to provide the context of offloaded traffic. 

Step 4: the IAB-donor2-CU configures the routing and bearer mapping under its topology. 

Step 5: the IAB-donor2-CU responses with INTER-DONOR CONTEXT SETUP RESPONSE message to the IAB-donor1-CU to provide the mapping information for the offloaded traffic. 

Step 6: the BAP mapping configuration procedure is performed between IAB-donor1-CU and IAB-DU of the boundary IAB node in order to update the routing and bearer mapping for the offloaded traffic. 
Step 7: the inter-donor context modification related procedures are performed to modify the context of the offloaded traffic. In case of the IAB-donor1-CU triggering, the above step 2~6 can be reused except using INTER-DONOR CONTEXT MODIFICATION REQUEST/RESPONSE message for step3&5, respectively. In case of the IAB-donor2-CU triggering, the IAB-donor2-CU initiates the INTER-DONOR CONTEXT MODIFICATION REQUIRED message, and then the above step 2~6 can be performed except using INTER-DONOR CONTEXT MODIFICATION REQUEST/RESPONSE message for step3&5, respectively; finally, the IAB-donor1-CU can response with the INTER-DONOR CONTEXT MODIFICATION CONFIRM message to confirm the required modification of IAB-donor2-CU. 
Step 8: the IAB-donor1-CU initiates the INTER-DONOR CONTEXT RELEASE REQUEST message when the offloading is not needed. 

Step 9: the IAB-donor2-CU releases the routing and bearer mapping configurations for the offloaded traffic. 

Step 10: the IAB-donor2-CU responses with the INTER-DONOR CONTEXT RELEASE RESPONSE message. 

Step 11: the IAB-donor1-CU releases the configurations for the inter-donor topology redundancy. 
Proposal 4-7: RAN3 takes the above procedure as the starting point for the inter-donor topology redundancy. 
Except the above common issues, some issues are option-specific, which will be discussed in the following
· BAP address assignment

In Rel-16, each IAB node is assigned one BAP address by the IAB donor CU. Since the descendant nodes belong to F1-termination donor only, Rel-16 principle can be applied. For the boundary IAB node, the BAP address assignment depends on the selected option for the inter-topology BAP routing. For option 1&2, one BAP address is enough, which is assigned by the F1-termination donor. For other options, two BAP addresses are assigned by the F1-termination donor and non-F1-termination donor, respectively. 

Proposal 4-8: each descendant node is assigned one BAP address by the F1-termination donor, while the BAP address assignment to the boundary IAB node depends on the selected option for the inter-topology BAP routing. 

· Option down-selection between option 5 and others 

Among all options, option 5 needs RAN3’s decision. The intention of this option is to allow the per GTP-U tunnel/TNL association for the UL. Specifically, if multiple GTP-U tunnels are aggregated to an single ingress BH RLC CH at the boundary IAB node, such option can separate those GTP-U tunnels to different routing paths in the secondary topology. Such benefit can be achieved by option 4 as well. As indicated in the above proposal 4-5, the context of the offloaded traffic is provided to the non-F1 terminating donor on the granularities of GTP-U tunnel/TNL association so that the routing path in the secondary topology can be GTP-U tunnel/TNL association-specific. Then, the F1-terminating donor can configure the routing and bearer mapping according to non-F1 terminating donor. In other words, Option 4 can achieve the same purpose as option 5. However, option 5 requires that the boundary IAB node should have the capability of inspecting the IP header information, which is not allowed via Rel-16 protocol stack. In this sense, option5 can be down-selected. 
Proposal 4-9: Option 5 is not selected for inter-donor BAP routing.

· Mapping granularity at the boundary IAB node

Two options are given in last meeting: 

· Option 1: per BH RLC CH level mapping

This option requires that the mapping between F1-U tunnels and BH RLC CH should be the same in both topologies. It limits the flexibility on the mapping configuration at the non-F1 terminating CU’s topology. However, such restriction is only applicable for the ingress BH RLC CHs aggregating multiple F1-U tunnels. Moreover, in order to avoid such restriction, the F1-terminating donor CU can apply 1:1 mapping for the offloaded traffic in its own topology.
· Option 2: per F1-U tunnel level mapping 
        This option allows different mapping configurations between F1-U tunnel and BH RLC CH in two topologies, which allows the mapping flexibility at the largest extent. However, it needs IP header inspection functionality at the boundary IAB node (i.e., select option 5 for the inter-topology BAP routing), which is not allowed by the Rel-16 protocol stack.
Compared with option 2, option 1 has less specific impact. So, we prefer to use per BH RLC CH level mapping. On the other hand, it was mentioned in last meeting that option 1 does not require the F1-terminating donor to provide per F1-U tunnel information to the non-F1 terminating donor. This may not be true. If the context information of the offloaded traffic is provided at the granularity of F1-U tunnel, it can provide the largest flexibility when non-F1 terminating CU configures the bearer mapping in the second topology. Specifically, at the boundary IAB node, different F1-U tunnels in DL or UL can be mapped to different ingress BH RLC CHs, and then mapped to the same egress BH RLC CH. 
Proposal 4-10: the boundary IAB node performs the mapping at the BH RLC CH level under the assumption that the context of the offloaded traffic is provided to the non-F1 terminating donor at the granularity of F1-U tunnel.  
3 Conclusions
In this contribution, we discuss the inter-donor topology redundancy, and propose:
Proposal 1-1: In case of establishing NR-DC before F1 setup, the F1 termination point purely depends on IAB node implementation so that either MN or SN can act as IAB donor CU for IAB node. 
Proposal 1-2: In case of establishing NR-DC after F1 setup, the F1 termination point is MN, and there is no need to change IAB donor CU from MN to SN. 

Proposal 1-3: all descendant nodes has the same F1 termination point as the boundary IAB node. 

Proposal 2: the F1-termination point determines the CP-UP Separation scenario (e.g., scenario 1, scenario 2), configuration of CP-UP separation (F1-C via MCG, SCG , or both), and configuration of topology redundancy. 
Proposal 3-1: the RRC TRANSFER message is enhanced to include IABOtherInformation message. 
Proposal 3-2: RAN3 determines one solution for F1-C-over RRC and F1-C-over-BAP on the same parent link. 

Proposal 4-1: The granularities of F1-U and F1-C traffic are GTP-U tunnel and TNL association, respectively. 
Proposal 4-2: two sets of IP addresses are assigned by F1-termination node and non-F1 termination node, respectively, to the boundary/descendant node. 
Proposal 4-3: the non-UE associated XnAP procedures are defined for inter-donor topology redundancy

Proposal 4-4: the procedures for inter-donor topology redundancy contain: 1) Inter-donor Context Setup procedure, 2) Inter-donor Context Modification Request procedure, 3) inter-donor Context Modification Required procedure, 4) inter-donor Context Release procedure

Proposal 4-5: the F1-termination CU can provide the information of offloaded traffic on the granularity of GTP-U tunnel/TNL association, and then the non-F1 termination point should assign different identifiers (e.g., BAP routing ID, eLCID, depending on the selected inter-topology BAP routing option) to different offloaded traffic.
Proposal 4-6: the following information should be provided on the granularity of GTP-U tunnel/TNL association from the F1-terminating donor to the non-F1 terminating donor :

· Traffic type for non-UP traffic

· Traffic QoS for UP traffic

· Destination IP address

As the response, the following information should be provided from the non-F1 terminating donor to the F1 terminating donor:

· DSCP/flow label setting 

· Ingress BH RLC CH for DL and Egress BH RLC CH for UL 
Proposal 4-7: RAN3 takes the above procedure as the starting point for the inter-donor topology redundancy. 
Proposal 4-8: each descendant node is assigned one BAP address by the F1-termination donor, while the BAP address assignment to the boundary IAB node depends on the selected option for the inter-topology BAP routing. 

Proposal 4-9: Option 5 is not selected for inter-donor BAP routing.

Proposal 4-10: the boundary IAB node performs the mapping at the BH RLC CH level under the assumption that the context of the offloaded traffic is provided to the non-F1 terminating donor at the granularity of F1-U tunnel.  
Reference 
[1] 
Annex TP to TS38.401  
8.x
Inter-donor topology redundancy 
8.x.1
Inter-donor topology redundancy procedure
3.1 This procedure is used for configuring inter-donor topology redundancy between two different IAB-donor-CUs for the boundary IAB node and descendant node(s). Figure 8.x.1-1 shows the procedure. 
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Figure 8.x.1-1 Flow-chart for inter-donor topology redundancy
Step 1: the NR-DC establishment procedure is performed for the IAB-MT of the boundary IAB node. During this procedure, the IP address(es) for the boundary/descendant IAB node can be requested from IAB-donor2-CU. 
Editor’s Note: FFS on details of IP address request and assignment
Step 2: The UE Context Setup/Modification Procedures are performed between the IAB-donor1-CU and IAB-DU of the boundary/descendant IAB node. During those procedures, the UE contexts for the offloaded traffic are configured, and the IAB-DU part will select the proper IP addresses for the offloaded traffic on the granularity of GTP-U tunnel/TNL association. 

Step 3: the IAB-donor1-CU initiates INTER-DONOR CONTEXT SETUP REQUEST message to the IAB-donor2-CU in order to provide the context of offloaded traffic. 

Step 4: the IAB-donor2-CU configures the routing and bearer mapping under its topology. 

Step 5: the IAB-donor2-CU responses with INTER-DONOR CONTEXT SETUP RESPONSE message to the IAB-donor1-CU to provide the mapping information for the offloaded traffic. 

Step 6: the BAP mapping configuration procedure is performed between IAB-donor1-CU and IAB-DU of the boundary IAB node in order to update the routing and bearer mapping for the offloaded traffic. 
Editor’s Note: FFS on the BAP mapping configuration procedure in this step. 
Step 7: the inter-donor context modification related procedures are performed to modify the context of the offloaded traffic. In case of the IAB-donor1-CU triggering, the above step 2~6 can be reused except using INTER-DONOR CONTEXT MODIFICATION REQUEST/RESPONSE message for step3&5, respectively. In case of the IAB-donor2-CU triggering, the IAB-donor2-CU initiates the INTER-DONOR CONTEXT MODIFICATION REQUIRED message, and then the above step 2~6 can be performed except using INTER-DONOR CONTEXT MODIFICATION REQUEST/RESPONSE message for step3&5, respectively; finally, the IAB-donor1-CU can response with the INTER-DONOR CONTEXT MODIFICATION CONFIRM message to confirm the required modification of IAB-donor2-CU. 
Editor’s Note: FFS on details of Step 7
Step 8: the IAB-donor1-CU initiates the INTER-DONOR CONTEXT RELEASE REQUEST message when the offloading is not needed. 

Step 9: the IAB-donor2-CU releases the routing and bearer mapping configurations for the offloaded traffic. 

Step 10: the IAB-donor2-CU responses with the INTER-DONOR CONTEXT RELEASE RESPONSE message. 

Step 11: the IAB-donor1-CU releases the configurations for the inter-donor topology redundancy. 

Editor’s Note: FFS on details (e.g., message name, message functionality, usage at each step) of XnAP messages, e.g., INTER-DONOR CONTEXT SETUP REQUEST/RESPONSE, INTER-DONOR CONTEXT MODIFICATION REQUEST/RESPONSE, NTER-DONOR CONTEXT MODIFICATION REQUIRED/CONFIRM, INTER-DONOR CONTEXT RELEASE REQUEST/RESPONSE
_1681564486.vsd
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