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Introduction
In last meeting, RAN3 agreed a BL CR for CP-UP separation and decides the node terminating F1 interface for the IAB-node determines the transfer path. In addition, topology redundancy was also discussed base on two scenarios we agreed in previous meeting. 
In this contribution, we further discuss CP-UP separation and inter-donor topology redundancy in detail respectively. The proposals are also provide to address the issues raised by last meeting.
[bookmark: _Ref178064866]Discussion
CP-UP separation
RAN3 has agreed below figure in previous meeting and we have the BL CR to support F1-C traffic transfer over Xn. We will analyses some related issues and give us proposals. 


Figure 1 CU-UP separation
[bookmark: OLE_LINK1]A. F1C-over-RRC and F1C-over-BAP
The F1-C over RRC in scenario 1 via MN path, or scenario 2 via SN path, is aim to improve stability of F1-C transmission since there is only one hop between donor CU and IAB node and the FR1 may be used. This is one of the benefits of CP-UP separation. We acknowledge that both NR legs can transmit F1-C base on the current spec. However, if F1-C is allowed to transmit via donor path, then the benefit of CP-UP separation is not significant. It perhaps only the F1 setup procedure which executes over RRC quicker than non CP-UP separation. Therefore, from RAN3 part, the first step is to confirm whether the F1-C could send via donor path in CP-UP separation after F1 setup procedure. If yes, MN can make a decision for which leg (MN or SN) transmits F1-C in R17 for both scenario 1 and scenario 2.
Proposal 1: RAN3 confirms whether the F1-C is able to send via donor path in CP-UP separation after F1 setup procedure.
Proposal 2: If F1-C is able to send via both paths in CP-UP separation, then MN decides which leg (MN or SN) transmits F1-C in R17 for both scenarios.
If RAN3 agree that F1-C can send via donor path, then F1-C can transmit both over RRC and BAP on the same parent link. F1-C transfer over BAP is same as IAB EN-DC in R16 and F1-C over RRC is same as NR and LTE. The problem is how to decide to transmit F1-C over RRC or F1-C over BAP. In our view, F1-C over BAP will be quicker and simpler. It is no need to encapsulate F1-C in RRC and parse it in each IAB node. F1C-over-RRC for non-donor and F1C-over-BAP for donor is more reasonable. 
Proposal 3:  If F1-C is able to send via both paths in CP-UP separation, F1C-over-RRC for non-donor and F1C-over-BAP for donor is reasonable.
If F1-C is able to send via both paths in CP-UP separation, IAB DU should be informed that which leg (MN or SN) is used to F1-C transmission for UL. This indication can be a RRC message or F1AP message.
Proposal 4: If F1-C is able to send via both paths in CP-UP separation, RAN3 discusses introducing an indication about which leg (MN or SN) transmits F1-C in UL. And whether this indication sends to IAB-DU via a RRC message or F1AP message
B. Scenario 1 vs. scenario 2 (when both MN and SN support IAB function)
If IAB MT is already in NR-DC, both MN and SN could be a normal NG-RAN at that stage. The next step is F1 setup procedure. We think that the information what MN has is more complete, it also depends on how much F1 connections on MN and SN with other IAB nodes respectively. MN should decide which NR-RAN (MN or SN) performs as a donor. And then, IAB DU would initial F1 setup procedure with donor CU base on MN indication. MN should inform IAB node about who is the donor (MN or SN) via RRC and trigger F1 setup procedure.
Proposal 5: MN decides which NR-RAN (MN or SN) performs as a donor. MN should inform IAB node about who is the donor (MN or SN) via RRC and trigger F1 setup procedure
C. CP-UP separation vs. inter-donor redundancy
CP-UP separation is one type of topology redundancy. The difference between CP-UP separation and topology redundancy is one active donor or two active donor involved. Whether activating both MN and SN as donors should depends on MN decision since MN knows the load and QoS information. If MN wants to guarantee the F1-C stable, it can decide SN as a normal NG-RAN for CP-UP separation. If MN cannot hold too much number of data, it can active a donor as SN for topology redundancy.
Proposal 6: MN decides whether CP-UP separation or inter-donor redundancy is adopted
Topology redundancy 
A.  Information interaction for bear mapping
AS we agreed in last meeting, bear mapping should be the same in both topologies. For example, two F1-Us map to one BH RLC channel in topology 1 and these two F1-Us also need to be mapped to one BH RLC channel in topology 2 at boundary node. It requires non-F1-termination donor CU to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.  To support it, F1-termination donor CU should send QoS information to non-F1-termination donor CU for the allocation of BH RLC CH in non-F1-termination donor CU. Even non-F1-termination donor CU does not know the number of BH RLC CH is needed, it also able to allocate appropriate ingress BH RLC CH IDs for DL traffic and the egress BH RLC CH IDs for UL traffic because there are the same bear mapping rules in both topologies.
Proposal 7: F1-termination donor CU sends QoS with BH RLC CH granularity to non-F1-termination donor CU for BH RLC CH allocation.
B. Three options for BAP routing 
For all BAP routing options discussed in previous meeting, option 3, 4 and 5 are more related to RAN3 [1]. 
- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node
- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
Option 3: The intension is to differentiate the different LCID in different donor CU/topology. It is easier to address the issue of collision compared with BAP space because the space of LCID is large enough. The overhead and complexity also should be taken into account e.g., boundary node, its descendant nodes and the node on redundant path should maintain two sets of routing tables allocated by two donor CUs respectively. And the spec modification is also needed.
Observation 1: IAB nodes (including boundary node, its descendant nodes and the node on redundant path) have to maintain two sets of routing tables for option 3.
Option 4: BAP header rewriting at boundary node requires a mapping table. It allows boundary node to maps (ingress BAP routing ID, boundary address) to (egress BAP routing ID, destination address) [2]. Given an example of BAP rewrite in DL, a configuration for boundary node that once receives the packet with (P1, A3) from redundancy donor CU then boundary node maps it to (P2, A5). A3 is the boundary node’s BAP address, A5 is the final destination address of packet. However, if the destination of packet is boundary node, then another path ID need to be introduced e.g., P5. Actually, P5 and P1 is the same path but it means whether a mapping is required at boundary node. It needs more path IDs and a modification of spec is needed. But BAP header rewriting is may not only use to address BAP collision but also apply to local rerouting. For local rerouting, the mapping table may be no needed. 
Observation 2: More path IDs and mapping table (routing ID 1 to routing ID 2) are needed for option 4. But BAP header rewrite can be used in other cases without mapping table.
Option 5: The first issue is that this option requires boundary to see IP header which is against R16 principle. The mechanism is similar as BAP rewrite. It seems like a BAP PDU transmit to boundary node in DL, and boundary node parses it into BAP SDU to see the IP header. The destination IP address of the IP header seen by boundary node should be the real destination (e.g., descendant node) which allocated by source CU. The boundary node rewrites the routing information base on the IP header and mapping table.
One way to achieve option 5 is that source CU writes the real destination IP address in IP header (e.g. descendant node for DL) and sends this IP packet to redundancy CU. Redundancy CU does not parse it and further add another IP header which belongs to redundancy CU. The destination IP address in second IP header is boundary node. After the boundary node receives the packet, it will drop the second IP header and read the first IP header which has the real destination IP address. Then boundary node allocates a new BAP routing ID according to mapping table.
Observation 3: It requires boundary node to see IP header (real destination IP address) and a mapping table (IP to routing ID 2) is also needed for boundary node. 
[bookmark: _GoBack]Compare with three options, all of them has spec impact.  For both option 4 and option 5 can be used in other cases e.g., local rerouting, redundant transmission. Option 3 only used for BAP address collision and overhead is significant. It should be highlighted that, BAP address collision between neighbor topology is not a usual case, which is also depends on the development of operator. The priciple should be to introduce less impact and used in more scenarios. Basically, we suggest further discussing option 4 and option 5, and let both/one of them to cover more scenarios.
Proposal 8: RAN3 supports option 4 and option 5. Details are FFS.
Conclusion
The following was observed:
Observation 1: IAB nodes (including boundary node, its descendant nodes and the node on redundant path) have to maintain two sets of routing tables for option 3.
Observation 2: More path IDs and mapping table (routing ID 1 to routing ID 2) are needed for option 4. But BAP header rewrite can be used in other cases without mapping table.
Observation 3: It requires boundary node to see IP header (real destination IP address) and a mapping table (IP to routing ID 2) is also needed for boundary node. 
The following is proposed:
Proposal 1: RAN3 confirms whether the F1-C is able to send via donor path in CP-UP separation after F1 setup procedure.
Proposal 2: If F1-C is able to send via both paths in CP-UP separation, then MN decides which leg (MN or SN) transmits F1-C in R17 for both scenarios.
Proposal 3:  If F1-C is able to send via both paths in CP-UP separation, F1C-over-RRC for non-donor and F1C-over-BAP for donor is reasonable.
Proposal 4: If F1-C is able to send via both paths in CP-UP separation, RAN3 discusses introducing an indication about which leg (MN or SN) transmits F1-C in UL. And whether this indication sends to IAB-DU via a RRC message or F1AP message
Proposal 5: MN decides which NR-RAN (MN or SN) performs as a donor. MN should inform IAB node about who is the donor (MN or SN) via RRC and trigger F1 setup procedure
Proposal 6: MN decides whether CP-UP separation or inter-donor redundancy
Proposal 7: F1-termination donor CU sends QoS with BH RLC CH granularity to non-F1-termination donor CU for BH RLC CH allocation.
Proposal 8: RAN3 support option 4 and option 5. Details are FFS.
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