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Introduction
This paper aims at starting a RAN3 discussion on resource multiplexing of child and parent links and CLI management in IAB networks.
Resource multiplexing of child and parent links
In general, if two carriers within the same frequency band are used in the same geographical area, the power leakage between them may be enough to cause serious performance degradation if transmission and reception operation of RAN nodes is not properly synchronized. While in the inter-band case, the degradation can be mitigated, e.g., by using filters, this is hardly feasible for intra-band inter-carrier interference. In a TDD network, the main tool against intra-band inter-carrier interference is hence TDD pattern alignment. This is exemplified in Figure 1, where the third slot in the TDD pattern of Donor 1 network is a DL one, while the third slot in the TDD pattern of Donor 2 network is an UL one. This means that nodes under Donor 1 can interfere the reception of nodes under Donor 2 in the third slot.
Observation 1: In a TDD network, the main tool against intra-band inter-carrier interference is TDD pattern alignment.
[image: ]
Figure 1: An example of interference due to TDD pattern misalignment in Donor 1 and Donor 2 networks
H/S/NA pattern alignment 
In addition to TDD pattern alignment, for IAB networks, the H/S/NA (Hard/Soft/Not Available) concept was introduced to enable coordination of Tx/Rx behaviour between an IAB-MT and its co-located IAB-DU. The H/S/NA pattern is superimposed on the TDD (i.e., UL/DL/F) pattern. The donor CU configures the TDD and H/S/NA patterns for each IAB-DU. For example, in Figure 2, though simplified using only H and NA resource configuration, there is no resource conflict between the IAB-MT 1B and IAB-DU 1B– the parent and child links of IAB 1B cannot be operate simultaneously. “No conflict” essentially means that the donor CU does not configure the same slot at an IAB-DU as H and the parent IAB-DU as Hard or Soft. In other words, the donor CU can configure a parent and child IAB-DUs with all H/S/NA combinations within a slot except the Hard-Hard or Soft-Hard combination. 
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Figure 2: Examples of HSNA configurations that would cause/not cuase interference between IAB-MT and co-located IAB-DU
Observation 1: Each parent and child IAB-DU are configured with non-conflicting H/S/NA patterns.
It should be noted that TDD pattern alignment must also exist between different donors, in case the donors use carriers from the same band. Meanwhile, the alignment is optional for inter-band scenarios. 
Observation 2: TDD pattern alignment is required both within the network under an IAB donor, and between adjacent donors that use carriers within the same band.
Parent-child link coordination at the boundary node
Between the meetings, the Rapporteur has encouraged the companies to discuss the following issues:
Issue 1: For the single-connected boundary node, which of parent-link and child-link resources are configured with higher priority?
This question pertains to the proxy-based approach to inter-donor topology adaptation, agreed at RAN3#111-e meeting. The IAB-MT of the boundary node is connected to Donor 2 via boundary node’s parent link, while its co-located IAB-DU remains connected to Donor 1 and serves UEs and other IAB nodes via child links. 
Based on the discussion in Section 2.1, we assume that TDD patterns of Donor 1 and Donor 2 networks are aligned, and the remaining question is the one of H/S/NA pattern compatibility. Looking at the example from Figure 2, if the IAB-MT 1B node would migrate to Donor 2 network, two options are possible:
· If the new parent of the boundary IAB-MT 1B would be IAB 2A, the IAB 1B H/S/NA pattern would have to be reconfigured, because both nodes have a Hard configuration in the 1st and 3rd slots, and, in general, in all slots with parent Hard or Soft and child IAB node configured as Hard. Moreover, this means that either the H/S/NA patterns of all descendant nodes or all new ancestors of the boundary node would need to be reconfigured, which is not only undesirable, but it also defeats the purpose of the proxy-based inter-donor topology adaptation.
· If the new parent of the boundary IAB-MT 1B would be IAB 2B, the H/S/NA pattern of IAB 1B would not need to be reconfigured, since the two have non-conflicting H/S/NA patterns. 
In other words, the question is not justified, because the compatibility of H/S/NA patterns between the migrating node and the new parent should be ensured beforehand i.e. the boundary node should connect only to a new parent with a compatible H/S/NA pattern, as priorities cannot follow static rules but depend on, e.g. number of child nodes, traffic load on certain links and in the network, link availability requirements etc.
Proposal 1: A single-connected boundary node should connect only to a new parent with which it has a non-conflicting TDD and H/S/NA pattern beforehand.
Issue 2: At the dual-connected boundary node, which of MCG-link, SCG-link and child link resources are configured with what priority?
At the RAN3#111-e meeting, the proxy-based solution for inter-donor topology adaptation for a dual-connected boundary node was agreed. Based on the discussion above, we conclude that the same principles hold for single- and dual-connected boundary node: 1) the TDD patterns of the two networks should be aligned, as a consequence of the fact that 1B and 2A should be aligned and network 1 and network 2 are aligned to 1B and 2A, respectively; 2) the H/S/NA configurations of both parents of the boundary node, as well as other descendants of the two parents should be compatible beforehand i.e. before DC setup, in order to avoid the reconfiguration of the descendants of the boundary node.
Proposal 2: The secondary leg of a boundary node is established only towards a secondary parent whose H/S/NA configuration is compatible with the H/S/NA configuration of the master parent beforehand.
Issue 3: What information needs to be exchanged between donors to accomplish these resource configurations?
In our view, based on the discussion above, the Donor CU2 should find a suitable parent for the boundary node, based on the TDD and H/S/NA patterns and the multiplexing capabilities with respect to simultaneous transmission and reception using different carriers.
Proposal 3: The new/secondary donor should find a suitable parent for the boundary node, based on the TDD and H/S/NA patterns and multiplexing capabilities of single-/dual-connected boundary IAB-MT.
Question 4: How is the boundary-node’s parent node configured with the child’s resource configuration?
As explained earlier, the TDD patterns of Donor 1 and Donor 2 network should be aligned, and a suitable parent under Donor 2 should be found for the boundary node, rather than finding a parent with an incompatible H/S/NA configuration, which would then require further coordination and reconfiguration.
Proposal 4: RAN3 to study the solutions for multiplexing of parent and child links of a boundary node that avoid the H/S/NA reconfiguration of boundary node’s descendants and (new) ancestor nodes. 
CLI management in IAB networks
As opposed to the conventional (i.e. non-IAB) deployments, where only UEs are served over the Uu interface, the IAB nodes also serve (in addition to regular UEs) a number of descendant IAB nodes, each serving a number of UEs. Due to the fact that the resources allocated for backhaul pertain to a number of downstream IAB nodes and UEs, as opposed to resources dedicated to UE access, which pertain to individual UEs, in general, it can be considered that the resources used for backhaul are of higher priority than the resources used for serving regular UEs.
Observation 3: It can be considered that the resources used for backhauling are of higher priority than the resources used for serving regular UEs, since backhaul resources carry traffic pertaining to a multitude of downstream IAB nodes and/or UEs.
Rel16 specifications define the Xn/F1 signalling for CLI management, where the sender indicates to its peer node which symbols in a TDD slot it intends to use for DL and which for UL UE access traffic. Based on this indication, the coordinating nodes make attempt not to interfere with the transmissions of their neighbours. Typically, a RAN node will have multiple neighbours, meaning that it should align its transmission pattern with more than one other node, by merging and analysing the received neighbour CLI information. In an ideal case, two nodes would completely align their TDD patterns, but that is, most often, not possible in practice due to e.g. different traffic situations or  in geographically separated areas and, meaning that an alignment and CLI evasion is essentially best effort. 
Observation 4: Full DL/UL TDD resource alignment between nodes coordinating for the sake of CLI management is generally not feasible.
Since resources used for backhaul are of higher priority than the resources used for serving regular UEs, they should be protected from CLI with higher priority than the resources that the IAB node uses for serving regular UEs e.g. by avoiding from scheduling on the slots that are used by many nodes for backhaul. However, it is currently not specified how an IAB node becomes aware of access/backhaul resource allocations of its other nodes because the existing CLI signalling containing DL/UL information does not differentiate between the backhaul and access resources in an IAB network.
Having in mind the high priority of backhaul resources, we propose to study enhancements to CLI management signalling that would enable the coordinating nodes to understand which of their other nodes resources are used for backhaul traffic.
Proposal 5: In resource coordination for CLI management between IAB nodes, the resources used for backhauling are differentiated from the resources used for access traffic. 
Conclusion
[bookmark: _In-sequence_SDU_delivery]In this paper we discuss resource multiplexing between child and parent link and CLi management in IAB networks. We observe the following:
Observation 1: Each parent and child IAB-DU are configured with non-conflicting H/S/NA patterns.
Observation 2: TDD pattern alignment is required both within the network under an IAB donor, and between adjacent donors that use carriers within the same band.
Observation 3: It can be considered that the resources used for backhauling are of higher priority than the resources used for serving regular UEs, since backhaul resources carry traffic pertaining to a multitude of downstream IAB nodes and/or UEs.
Observation 4: Full DL/UL TDD resource alignment between nodes coordinating for the sake of CLI management is generally not feasible.
Based on the discussion in previous sections we propose the following:
Proposal 1: A single-connected boundary node should connect only to a new parent with which it has a non-conflicting TDD and H/S/NA pattern beforehand.
Proposal 2: The secondary leg of a boundary node is established only towards a secondary parent whose H/S/NA configuration is compatible with the H/S/NA configuration of the master parent beforehand.
Proposal 3: The new/secondary donor should find a suitable parent for the boundary node, based on the TDD and H/S/NA patterns and multiplexing capabilities of single-/dual-connected boundary IAB-MT.
Proposal 4: RAN3 to study the solutions for multiplexing of parent and child links of a boundary node that avoid the H/S/NA reconfiguration of boundary node’s descendants and (new) ancestor nodes. 
Proposal 5: In resource coordination for CLI management between IAB nodes, the resources used for backhauling are differentiated from the resources used for access traffic. 




2

image1.png
lly [d/b)

Donor 1

ooUU Donor 2
ooDU
\ \
N\ Interference in3rd slot N\
m‘w 010
14824
1aB1A T ow
ooDU \
R \
P P e
oouu
ooDU
1AB-DU 18 doesnot receive (UL) when 1AB-DU 24/8/C does receive (UL) when
1AB-DU 1A does transmit (DL) 1AB-DU 1A transmits (DL)

= noiinter-cell interference.

> inter-cellinterference (network level)




image2.png




