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Introduction
RAN3 has previously agreed the following:
	Rel-16 CHO is supported for INTRA-donor migration of IAB-MT
WA: NRDC is supported as a baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB-donors; DAPS-like solution is not precluded


This paper discusses the use of CHO and the use of dual stack in IAB networks.
Discussion
In the following sections we discuss the use of CHO and the use of dual stack in IAB networks.
On the use of CHO in IAB networks
The purpose of conditional handover (CHO) is to provide robustness during mobility. The resources are reserved in the potential target cells where a UE may be handed over. When the source cell radio conditions deteriorate, the UE performs cell selection and sends Msg5 (RRCReconfigurationComplete) to one of the pre-configured target cells.
[bookmark: _Toc68205382]At the RAN3#111-e meeting it was agreed/confirmed that Rel-16 CHO is supported in intra-donor IAB-MT migration. As per Rel-16 specifications, an IAB node can be configured with CHO and trigger migration after fulfilling A3/A5 events, or upon declaring RLF for the link with the parent node, or upon receiving BH RLF recovery failure from the parent node. Configuring the needed CHO resources in advance is up to network implementation. The network can perform early preparation of candidate cells on the target parent IAB-DU for the migrating IAB-MT, as per Rel-16 specifications. 
Anyhow, Rel-17 does not include support for nomadic or mobile IAB nodes. Thus, reducing the HO failure rate and improving handover robustness should not be the objective for static IAB nodes. In other words, there is no strong motivation to do any further specification changes to enhance CHO than what has already been specified in Rel-16, for both inter- and intra-donor migration.
Observation 1: Rel-17 WI scope includes static IAB node and not mobile/nomadic IAB node, so the optimizations for improving mobility KPIs should not be pursued. 
Observation 2: There is no strong motivation to do any further specification changes to enhance CHO than what has already been specified in Rel-16, for both inter- and intra-donor migration.
At the RAN3#111-e meeting, the proxy-based solution for inter-donor topology adaptation was agreed, where e.g. a top-level IAB-MT capable of connecting to only one donor at a time migrates its RRC connection to a new donor, while the F1 and RRC connections of its collocated IAB-DU and all the descendant IAB-MTs, IAB-DUs and UEs remain anchored at the old donor. Proxy-based solution is also agreed in case when top-level IAB-MT is simultaneously connected to two donors. In this case, some or all the traffic traversing/terminating at the top-level node is offloaded via the leg towards the “new” donor. An important feature of the proxy-based approach is that the devices downstream from the top-level IAB-MT are not reconfigured, meaning that, in the proxy-based approach, the descendants of the top-level IAB-MT are neither configured for CHO nor are their RRC/F1 connections to the network being reconfigured.
Moreover, even assuming that RAN2/RAN3 optimizes the descendant IAB node behaviour, e.g. by enabling the top level node to indicate to the descendant IAB nodes that a CHO has been executed so that the descendant IAB node can apply a target configuration, that would be of little advantage if the UEs are in any case not involved. In fact, even if the descendant IAB nodes can in this way apply the target configuration as soon as the top-level node completes the CHO, the UEs need anyhow to wait for new PDCP security keys to communicate with the target. So, assuming that the UEs should not be impacted, it is not clear what would be the benefit of just optimizing the descendant nodes behaviour.
Observation 3: Even if RAN2/3 decides to optimize the descendant node behavior at CHO, this would be of little use if the UEs are not involved. Hence, the benefits of optimizing only descendant nodes’ behavior are not clear.
DAPS for IAB
The Rel-17 WID objectives state the following:
· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
We notice that the WID associates service interruption to the RLF recovery case. In that sense, since DAPS does not support simultaneous UL, we conclude that DAPS is not relevant for the RLF case and thus, this cannot be considered a valid solution for the RLF recovery. On the other hand, for load balancing, service interruption is not the main issue, as the ongoing user plane traffic is not interrupted during the procedure, i.e. the ongoing traffic gets priority and new connections may be rejected.  For load balancing, the main objective is to identify a suitable target node (DU/new IAB parent node) that can provide the opportunity to offload/alleviate congestion by sharing the load from this congested IAB node.
[bookmark: _Toc68205385]Additionally, the Rel-16 DAPS, from RAN2 perspective, has several drawbacks if applied to IAB. For example, CA is de-configured, which may negatively impact the service, as data rates will be reduced. Moreover, the dual UL is not supported. Also, regarding the service interruption, we note that the security keys of the descendant IAB nodes and UEs need to be anyhow reconfigured before the migrating IAB node (configured with DAPS) can forward the traffic to/from the target donor. Hence, we conclude that it is questionable whether any potential gains of DAPS in terms of reduced service interruption exist at all. 
[bookmark: _Toc68177645]Proposal 1: The enhancements of Rel-16 DAPS are not considered for Rel-17 IAB.
Dual IAB protocol stack for load balancing
At previous meetings, the Dual IAB protocol stack (DIPS) has been proposed as the solution for simultaneous connectivity of the top-level IAB-MT to two donors. As shown in Figure 1, the solution comprises two protocol stacks in the IAB MT node. Each protocol stack is then controlled by the corresponding CU allowing minimal interaction and coordination between CUs. It may be the case that some BAP features configured by the source network are not supported or configured in the target network. Having independent BAP entities allows that each CU configures the BAP layer according to the capabilities of the IAB-MT and the configuration in the respective network. In addition, since minimal coordination between CUs is preferred, there may be cases in which the source and the target network assigns identical IDs e.g. BAP Path IDs and BAP addresses for the migrating node. If there are two independent BAP entities and each CU configures its BAP, there will never be a conflict even if they would use same IDs. When there is one BAP entity, the issues above cannot be resolved easily.


Figure 1: Dual IAB Protocol Stack (DIPS)
As shown in Figure 2, the congested IAB node 1 has two legs set up – towards its source donor and towards the new donor. This dual-leg establishment could be active until the congestion is alleviated. The traffic is still controlled by the old donor, and the new donor DU shares the load. Some percentage of traffic in UL/DL is carried via Xn-U interface. The IAB node1 has Dual IAB Protocol stack, where one instance of the stack is associated to the old donor, and another to the new donor. This is essentially the proxy-based solution for the case when top-level IAB-MT is simultaneously connected to two donors. In this case, some or all of the traffic traversing/terminating at the top-level node is offloaded via the leg towards the new donor.
Finally, we notice that the DIPS approach to simultaneous connectivity to two donors is compatible with both the proxy-based and the WA on full migration-based approach.
Observation 4: DIPS is compatible with both the proxy-based approach and the WA on full migration-based approach to inter-donor topology adaptation. 



Figure 2: The use of DIPS for load balancing
[bookmark: _GoBack]From an architecture perspective, dual connectivity (DC) for IAB assumes that one CU configures all the BAP entities in the network, which results in that those IAB nodes configured with DC must have a shared BAP entity for both legs. Nevertheless, for the needs of load balancing and traffic proxying it is necessary to have two BAP entities, each of which is to be configured and controlled by a different CU. Moreover, it is a bad design and architecture practice that two different network nodes manage the same entity. When it comes to capabilities, it may be so that BAP features configured by the source network are not supported or configured in the target network. Having independent BAP entities allows each CU to independently configure the BAP features supported in each network. On the other hand, DIPS is based on that two independent CUs configure one IAB node is connected to both CUs. Hence, DC architecture in its current form cannot be applied for simultaneous connectivity to two IAB-donors as DC lacks dual BAP entities.	Comment by Ericsson User: @Ritesh Shreevastav to check Thu morning	Comment by Ericsson: Looks great.
Observation 5: Dual connectivity architecture for IAB assumes that there is one shared BAP entity for both legs, and this shared BAP entity is managed by two different CUs, which is a bad design practice. Meanwhile, for the sake of inter-donor load balancing, it is necessary to have two different, independently managed BAP entities in the boundary IAB node.
Proposal 2: RAN3 to introduce Dual IAB protocol stack (DIPS) for load balancing.
From the signalling perspective, the DAPS can be configured via XnAP signalling, where reusing and enhancing the SN Addition XnAP procedure seems to be a reasonable choice.  
Conclusion
[bookmark: _In-sequence_SDU_delivery]In the previous sections we made the following observations: 
Observation 1: Rel-17 WI scope includes static IAB node and not mobile/nomadic IAB node, so the optimizations for improving mobility KPIs should not be pursued. 
Observation 2: There is no strong motivation to do any further specification changes to enhance CHO than what has already been specified in Rel-16, for both inter- and intra-donor migration.
Observation 3: Even if RAN2/3 decides to optimize the descendant node behavior at CHO, this would be of little use if the UEs are not involved. Hence, the benefits of optimizing only descendant nodes’ behavior are not clear.
Observation 4: DIPS is compatible with both the proxy-based approach and the WA on full migration-based approach to inter-donor topology adaptation. 
Observation 5: Dual connectivity architecture for IAB assumes that there is one shared BAP entity for both legs, and this shared BAP entity is managed by two different CUs, which is a bad design practice. Meanwhile, for the sake of inter-donor load balancing, it is necessary to have two different, independently managed BAP entities in the boundary IAB node.
Based on the discussion in the previous sections we propose the following:
Proposal 1: The enhancements of Rel-16 DAPS are not considered for Rel-17 IAB.
Proposal 2: RAN3 to introduce Dual IAB protocol stack (DIPS) for load balancing.
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