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Introduction
This paper discusses IAB inter-donor topology adaptation with respect to inter-donor routing.
Inter-donor routing
Inter-donor routing is the common denominator of the following inter-donor topology adaptation scenarios:
· Proxy-based solution for inter-donor load balancing of single-connected boundary node.
· Inter-donor load balancing with the boundary node simultaneously connected to two donors.
· Inter-donor RLF recovery.
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Figure 1: An example of inter-donor topology adaptation scenario
The ground principles of inter-donor routing
According to RAN3 agreements, in the above scenarios, some or all the traffic to/from the boundary node and its descendants is proxied via another donor. Here, the top-level IAB-MT migrates, i.e. establishes an RRC connection to the new donor, whereas the F1/RRC connections of its collocated IAB-DU and the descendant devices (including UEs) remain anchored at the old donor. The essential tool to enable the above is the inter-donor routing. 
With respect to inter-donor routing, the following was agreed at the RAN3#111-e meeting:
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,
- opt1 OAM based solution
- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node
- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
Based on the above, and particularly on the wording “for all scenarios”, we conclude that the above agreements and options are applicable for all scenarios involving inter-donor routing.
Observation 1: Candidate Options 1, 3, 4 and 5 for BAP routing across two topologies apply to all the scenarios involving inter-donor routing.
One important requirement for inter-donor routing is to avoid reconfiguration of the descendant devices of the boundary node, which helps avoid the signalling/processing storm inherent to the full migration-based approach. In our view, this should be the guiding principle for inter-donor routing solution design.
Proposal 1: In inter-donor routing scenarios, only the new ancestors of the boundary IAB node, and the boundary IAB node itself are reconfigured, whereas its descendant nodes and UEs are unaffected.
In preparation for inter-donor routing, the old and new donor need to coordinate. For instance, the new donor should be informed about the traffic load that it is committing to serve. Since the descendant devices remain under the control of the old donor, the only requirement for the new donor is to establish a sufficiently large “backhaul pipe” between the boundary node and the new donor DU. On the other hand, the new donor does not need to know the topology below the boundary node, because both the boundary IAB-DU and the descendant nodes remain under the control of the old donor. Moreover, since the topologies below and above the boundary IAB-MT belong to two different domains, and there is a requirement that BAP routing IDs and BAP addresses are unique within their respective domains only, we conclude that there is no need for the old and new donor to negotiate a unique configuration of BAP addresses and BAP routing IDs. In other words, there is no need for the old donor to expose to the new donor the BAP addresses and BAP routing IDs used in the old network. This means that the old donor requests a number of BAP addresses and BAP routing IDs and the establishment of the BH RLC channels to carry the corresponding traffic, and the new donor explicitly provides the BAP addresses and BAP routing IDs to the old donor, which then configures the boundary node accordingly.
Proposal 2: The inter-donor routing mechanism does not require the exchange of topology information and negotiation of unique BAP addresses and BAP routing IDs.
Technical features of inter-donor routing
To enable inter-donor routing, certain reconfigurations and handling at the boundary node are required. Hence, the technical features enabling inter-donor routing should be considered, where the boundary node is responsible for the execution of:
· Traffic mapping: the routing table at the boundary node should enable, in the DL direction, mapping from the {ingress BH RLC CH ID, previous hop BAP address} pairs to the {egress BH RLC CH ID, next hop BAP address} pairs. Herein, for DL, the former pair pertains to the new donor domain (i.e. above the boundary node) and the latter pertains to the old donor domain (i.e. below the boundary node). For UL direction, the reverse holds. 
· Handling of BAP header at the boundary node: the traffic traversing the boundary node is crossing domain boundaries, where, according to the RAN3 agreements, each donor controls its respective BAP domain. In that sense, we think that, for BAP inter-donor routing, Option 4 and Option 5, based on BAP header rewriting at the boundary node, should be considered. The reason is that the Option 3 (routing via a new unique identity) would incur a large overhead at the Uu interface due to the BAP header extensions, and, possibly, an unnecessary specification impact, due to the extension of the LCID space.
· Handling of IP addressing for the proxied traffic (discussed in Section 2.3).
In our view, simple solutions that minimize the amount of negotiation between the old and new donor, the specification impact and signalling overhead, are preferred. In particular, the inter-donor routing setup could consist of the following principal steps:
1. The old donor requests from the new donor to set up a number of BH RLC channels with a certain QoS/priority, and to allocate a number of BAP routing IDs and outer IPsec addresses to be used for the proxied traffic.
2. The new donor replies with the requested information and configures the new ancestors of the boundary node accordingly.
3. Based on the received information, the boundary node is configured with traffic mapping and the handling of BAP and IP headers of the proxied traffic. In particular, the new (i.e. non-F1-termination) donor can assign to the boundary IAB node separate BAP addresses and/or BAP routing IDs for each descendant node. Since the boundary IAB-DU remains anchored at the old donor, it is the old donor that delivers these configurations to the boundary node.
Based on the above, the following is proposed:
Proposal 3: Inter-donor routing is enabled by the following functionalities at the boundary node:
· The new (i.e. non-F1-termination) donor can assign to the boundary IAB node separate BAP addresses and/or BAP routing IDs for each descendant node.
· The boundary IAB node can overwrite the BAP header fields of a BAP packet received via the non-F1-termination donor (for downstream) or to be transmitted via the non-F1-termination-donor (for upstream).
· The boundary node executes mapping between the {ingress BH RLC CH ID, previous hop BAP address} pairs and the {egress BH RLC CH ID, next hop BAP address} pairs.
· The boundary node executes IP header handling that avoids the reconfiguration of boundary node’s descendants.
IP addressing for descendant nodes
As explained earlier, an important requirement for the proxy-based approach is that the descendant devices of the boundary node are not affected, which also applies to IP address management. In that sense, there are several options to handle the IP addressing for proxied traffic.
One option, discussed in the uplink local rerouting AI, would be to disable IP filtering at the new donor DU, which could be done for specific IP addresses or IP domains. For example, the new donor DU would be configured not to filter out specific “foreign” IP addresses, or addresses pertaining to specific IP address domains. Nevertheless, since disabling of IP filtering is not always preferred, the alternatives where the proxied traffic uses the destination IP address from the IP domain of the new donor DU should also be considered. 
One way to achieve this and still avoid the reconfiguration of the descendant nodes could be IP tunnelling, where the old donor appends an additional IP header to the DL packets to be proxied via the new donor. To avoid packet filtering by the Donor DU2, the destination IP address in this additional IP header is from the IP domain of Donor DU2. This is illustrated in Figure 2.


Figure 2: Additional IP header for the proxied traffic
Looking at the example from Figure 1, a DL packet destined to IAB4-DU, and proxied via Donor DU2, would be handled as follows:
1. Donor CU1 appends the additional IP header on top of the existing IP header, and sets the header fields accordingly. Note that, in case IPsec tunnel mode is used, the existing IP header consists of inner and outer IP header.
2. Donor DU2 receives the packet, assembles the BAP header, and forwards the packet to IAB5.
3. The packet reaches the boundary node IAB3. The additional IP header is removed, and the packet is forwarded to IAB4. Note that this step also includes the overwriting of the BAP header at the boundary node.
An alternative option could be that both the BAP and the IP header are overwritten by the boundary node. This concept, also known as masquerading, is already applied today in Network Address Translation (NAT). Namely, for the proxied traffic, the destination IP address in the outer IP header assembled by the Donor CU1 belongs to the IP domain of Donor DU2. After arriving at the boundary node, the boundary node replaces this destination IP address with an IP address from the Donor CU1 IP domain.
Another option that could be considered is BAP tunnelling, where:
· A set of GTP tunnels can be set up directly between Donor DU1 and Donor DU2 and can be used for tunnelling of BAP packets between the two donor DUs. 
· In this case, for a DL packet to be proxied, Donor DU1 would first assemble the BAP header with a BAP routing ID pertaining to the Donor CU1 network and encapsulate it into a proxy BAP header i.e. a header with a BAP routing ID pertaining to the Donor CU2 network. 
· The packet would be sent via GTP tunnel to Donor DU2, which would remove the GTP header and pass this packet towards the boundary node. 
· The boundary node then removes the proxy BAP header with BAP routing ID from Donor CU2 network and passes the packet towards the destination. 
Alternatively, Donor DU1 could assemble the proxy BAP header (bearing a BAP routing ID from the Donor CU2 network) and pass it to the Donor DU2 via the GTP tunnel. Upon reception of this packet, the boundary node overwrites the proxy BAP routing ID with a BAP routing ID pertaining to Donor CU1 network. We note that this alternative is compatible with the Option 4 i.e. BAP header rewriting based on BAP routing ID.
Proposal 4: The new donor assigns the IP addresses to be used by the boundary node for handling the traffic proxied to/from its descendants. This is transparent for the descendants, which continue to use the IP addresses previously assigned to them by the old donor.
Proposal 5: For inter-donor routing scenarios, RAN3 to discuss the following options for avoiding filtering of proxied traffic at the new donor DU (i.e. Donor DU2):
· Option 1: Disabling of IP address filtering for specific IP addresses and/or IP address domains at the Donor DU2 i.e. allow inter-donor routing for these IP addresses and/or between specific IP address domains.
· Option 2: IP tunnelling – for DL proxied traffic, Donor CU1 encapsulates the packet into an additional IP header with the destination IP address from the Donor DU2 domain. The additional IP header is removed by the boundary node. The reverse is done in the UL direction.
· [bookmark: _Hlk70005495]Option 3: Masquerading – for DL proxied traffic, Donor CU1 inserts, into the (outer) IP header, a destination IP address from the Donor DU2 domain. The boundary node replaces the destination IP address with an IP address from the Donor DU2 domain. The reverse is done in the UL direction.
· Option 4: BAP tunnelling, where the proxied traffic is sent directly between Donor DU1 and Donor DU2 inside a GTP tunnel, and then BAP-tunnelled between Donor DU2 and the boundary node based on the proxy BAP header. 
Inter-donor routing for the top-level IAB-MT connected to two donors
The following was also agreed at the RAN3#111-e meeting:
For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported
For an IAB-MT with simultaneous connectivity to two IAB-donors, it should be possible to keep its collocated IAB-DU, all UEs and descendent nodes at donor 1 while routing their F1-U connections via the top-level migrating IAB-MT’s link with donor 2.
The above agreements effectively mean that traffic proxying by means of inter-donor routing is applicable to the boundary IAB-MTs connected to two donors, as well. However, the following differences with respect to the single-connected case need to be considered:
· It is necessary to indicate to the boundary node how to split the UL traffic towards its two parents under two donor CUs.
· RAN3 has agreed that “The boundary IAB node belongs to two topologies of two donor CUs”. From BAP perspective, this means that both donor CUs manage the BAP of the boundary node, whereas, as of today, an IAB node has only one BAP entity. In our view, it is a bad design and architecture practice that two different network nodes manage the same entity. 
· When it comes to capabilities, it may be so that BAP features configured by the source network are not supported or configured in the target network. Independent BAP entities allows each CU configuring those BAP features supported in each network independently.
· Since minimum coordination between CUs is desired, there may be cases in which the source and the target network could assign identical IDs e.g. BAP Path IDs and BAP addresses for the boundary node. This is not an issue, though, when the boundary IAB-MT has two independent BAP entities and each CU configures its corresponding BAP entity. In the UL, the boundary IAB-DU will route the traffic to the correct IAB-MT, according to the load balancing rules configured by Donor CU1.
Given the benefits of having two independent BAP entities at the IAB-MT side, we propose that the boundary node simultaneously connected to two donors has two BAP entities so that each BAP entity is configured and controlled by its corresponding donor CU.
Proposal 6: RAN3 to agree on the following aspects related to boundary nodes simultaneously connected to two donors:
· The introduction of configured rules to split the UL traffic towards the two parents.
· The introduction of two BAP entities in the boundary node.
The necessary modifications of the BAP specification to enable two independent BAP entities in an IAB node are straightforward, and we show these necessary changes in the Annex.
Inter-donor RLF recovery
The references to “rerouting to another path” in the below agreements on inter-donor RLF recovery mean that inter-donor routing will be applied in inter-donor RLF recovery as well:
RRC Reestablishment procedure of the migrating (top-level) IAB-MT is BL for inter-donor RLF recovery of a single-connected IAB-node
When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path
For the recovery of RLF occurring on one link for an IAB-MT with simultaneous inter-donor connectivity, all traffic can be rerouted to the other path without need for IAB-DU migration.
FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path
Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.
An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 
Further, the agreement to use of RRC Reestablishment procedure as a baseline does not necessarily imply the use of XnAP Retrieve UE context procedure. This procedure is triggered by the new serving node, followed by a response from the old serving node. In the context of inter-donor RLF recovery, this procedure is unsuitable because, in order to set up inter-donor routing, the new donor needs to provide to the old donor the information needed to configure the traffic mapping at the boundary node. On the other hand, the new donor cannot, based on the RRC Reestablishment Request, conclude what are the resources it needs to provide for overtaking the offloaded traffic. 
Based on the above, we conclude that the XnAP message exchange to enable the inter-donor RLF recovery requires a 3-way handshake: 
· Step 1: The new donor contacts the old donor, inquiring about the necessary resources to serve the node attempting RRC Reestablishment and its descendants. 
· Step 2: The old donor replies. 
· Step 3: The new donor confirms or rejects. 
In other words, additional XnAP messages with respect to the existing RETRIEVE UE CONTEXT REQUEST/RESPONSE are needed. One possible way forward could be to define a Class-2 procedure that would be executed three times (twice by the new donor and once by the old donor). Another option could be to define, for the sake of inter-donor RLF recovery, a Class-2 procedure that would account for the Step 1) above, whereas Steps 2 and 3) could be executed by running the procedure for setting up inter-donor routing that could be common for all scenarios where inter-donor routing is used.
Proposal 7: RAN3 to discuss a new XnAP procedure for inter-donor RLF recovery.
The full migration-based approach 
The full migration approach refers to the approach captured in the below working assumption from RAN3#111-e:
WA:
migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT, is not precluded
If collocated IAB-DU is migrated, the Inter-donor migration procedure involves, among others: 
- the establishment of an F1-C association to the target donor, and 
- the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU.
In previous discussions, it has become apparent that majority of service interruption-related issues to full inter-donor migration would be solved if the solution based on two virtual DUs in one physical DU would be adopted. Although the Chairman notes captured that this is not precluded, we think that this approach should be specified.  
Proposal 8: RAN3 to specify two virtual DUs in one physical DU as one of the solutions for full inter-donor migration. 
Regarding the WA related to the full migration approach, we think that, before proceeding, the ways to avoid service interruption should be discussed.
Proposal 9: Before confirming the WA about full migration, RAN3 to discuss how the interruption due to DU migration can be avoided.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses various aspects of inter-donor topology adaptation. The following is observed:
Observation 1: The agreements related to inter-donor routing for topology redundancy also apply to all the other scenarios involving inter-donor routing, which implies that Options 1, 3, 4 and 5 for BAP routing across two topologies apply to all these scenarios as well.
Based on the analysis in this paper, the following is proposed:
Proposal 1: In inter-donor routing scenarios, only the new ancestors of the boundary IAB node, and the boundary IAB node itself are reconfigured, whereas its descendant nodes and UEs are unaffected.
Proposal 2: The inter-donor routing mechanism does not require the exchange of topology information and negotiation of unique BAP addresses and BAP routing IDs.
Proposal 3: Inter-donor routing is enabled by the following functionalities at the boundary node:
· The new (i.e. non-F1-termination) donor can assign to the boundary IAB node separate BAP addresses and/or BAP routing IDs for each descendant node.
· The boundary IAB node can overwrite the BAP header fields of a BAP packet received via the non-F1-termination donor (for downstream) or to be transmitted via the non-F1-termination-donor (for upstream).
· The boundary node executes mapping between the {ingress BH RLC CH ID, previous hop BAP address} pairs and the {egress BH RLC CH ID, next hop BAP address} pairs.
· The boundary node executes IP header handling that avoids the reconfiguration of boundary node’s descendants.
Proposal 4: The new donor assigns the IP addresses to be used by the boundary node for handling the traffic proxied to/from its descendants. This is transparent for the descendants, which continue to use the IP addresses previously assigned to them by the old donor.
Proposal 5: For inter-donor routing scenarios, RAN3 to discuss the following options for avoiding filtering of proxied traffic at the new donor DU (i.e. Donor DU2):
· Option 1: Disabling of IP address filtering for specific IP addresses and/or IP address domains at the Donor DU2 i.e. allow inter-donor routing for these IP addresses and/or between specific IP address domains.
· Option 2: IP tunnelling – for DL proxied traffic, Donor CU1 encapsulates the packet into an additional IP header with the destination IP address from the Donor DU2 domain. The additional IP header is removed by the boundary node. The reverse is done in the UL direction.
· Option 3: Masquerading – for DL proxied traffic, Donor CU1 inserts, into the (outer) IP header, a destination IP address from the Donor DU2 domain. The boundary node replaces the destination IP address with an IP address from the Donor DU2 domain. The reverse is done in the UL direction.
· Option 4: BAP tunnelling, where the proxied traffic is sent directly between Donor DU1 and Donor DU2 inside a GTP tunnel, and then BAP-tunnelled between Donor DU2 and the boundary node based on the proxy BAP header. 
Proposal 6: RAN3 to agree on the following aspects related to boundary nodes simultaneously connected to two donors:
· The introduction of configured rules to split the UL traffic towards the two parents.
· The introduction of two BAP entities in the boundary node.
Proposal 7: RAN3 to discuss a new XnAP procedure for inter-donor RLF recovery.
Proposal 8: RAN3 to specify two virtual DUs in one physical DU as one of the solutions for full inter-donor migration. 
Proposal 9: Before confirming the WA about full migration, RAN3 to discuss how the interruption due to DU migration can be avoided.
[bookmark: _Toc46491304][bookmark: _Toc52580768][bookmark: _Toc68004290]Annex: The necessary changes in TS 38.340 for enabling two BAP entities in an IAB node
4.2.2	BAP entities
On the IAB-node, the BAP sublayer contains oneup to two BAP entitiesy at the MT function and a separate collocated BAP entity at the DU function. On the IAB-donor-DU, the BAP sublayer contains only one BAP entity. Each BAP entity has a transmitting part and a receiving part.
NOTE: The modelling of BAP entities does not restrict internal implementation of IAB-nodes, i.e. the exact modelling of BAP sublayer may vary for different IAB-node implementations.
The transmitting part of the BAP entity has a corresponding receiving part of a BAP entity at the IAB-node or IAB-donor-DU across the BH link.
Figure 4.2.2-1 shows one example of the functional view of the BAP sublayer. This functional view should not restrict implementation. The figure is based on the radio interface protocol architecture defined in TS 38.300 [2].
In the example of Figure 4.2.2-1, the receiving part on the BAP entity delivers BAP PDUs to the corresponding transmitting part on the collocated BAP entity. Alternatively, the receiving part may deliver BAP SDUs to the corresponding collocated transmitting part. When passing BAP SDUs, the receiving part removes the BAP header and the transmitting part adds the BAP header with the same BAP routing ID as carried on the BAP PDU header prior to removal. Passing BAP SDUs in this manner is therefore functionally equivalent to passing BAP PDUs, in implementation. The following specification therefore refers to the passing of BAP Data Packets.
Besides, BAP entity generates, delivers/receives BAP Control PDU(s) as described in clause 6.1.2. BAP Control PDU can only be exchanged between peer BAP entities across the BH link.


Figure 4.2.2-1. Example of functional view of BAP sublayer

>>>>>>>>>>>>>>>>>>>Unchanged parts are skipped<<<<<<<<<<<<<<<<<<<
5.2.2	Receiving operation
Upon receiving a BAP Data PDU from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:
-	if DESTINATION field of this BAP PDU matches the BAP address of this node:
-	remove the BAP header of this BAP PDU and deliver the BAP SDU to upper layers;
-	else:
-	deliver the BAP Data Packet to the transmitting part of the corresponding collocated BAP entity.

-------------------------------------------End of changes-------------------------------------------
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