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1. Introduction

RAN3 has received an LS from RAN [1] in the latest step of an LS exchange between the two groups. The LS confirms the agreement that the RLC configuration used is from the stored UE context. It also states that it is up to RAN3 to make the final decision regarding which node performs the RLC handling, but RAN2 expects to be consulted.
This document discusses options for handling the RLC configuration, and it provides a generic flow that aims to support both low latency for single UL packet traffic, as well as legacy-like Xn data transport for longer data exchanges. 
2. Discussion

2.1 Requirements for RAN3 support

From RAN3 perspective, the topic to consider is the operation of SDT when the UE has reselected to a cell hosted by a different gNB (“serving gNB”), while the context is in the anchor gNB. Agreements in RAN2 include:
· Both anchor re-location and non-re-location scenarios will be supported
· The first UL message may contain DRB data from one or more DRBs

· RLC configuration used for SDT is based on UE stored configuration

· UE can also send or receive subsequent packets (while staying in RRC_INACTIVE)

The open question for RAN3 is how/where exactly to handle the RLC processing, since RAN2 has stated that this should be RAN3’s decision.
Observation 1: RAN3 should discuss how/where to handle the RLC processing.

2.2 Discussion of RLC handling

The basic issue is whether the RLC processing is in the serving gNB or anchor gNB. As already discussed in [2], this could be based on either:

· Full or partial (RLC-only) context relocation to serving gNB (processing in serving gNB)

· No relocation of RLC configuration (processing in anchor gNB)

There has been some discussion of these options in RAN2, and also in RAN3. Some of the pros and cons are shown in summary form below.
	
	Pros
	Cons

	Full / partial (RLC) temporary context relocation
	Simple signalling flow, relatively small changes to existing inactive flow
	Latency is similar to the case of anchor relocation, negating part of the motivation for not relocating the anchor

	No context relocation
	Reduced latency
	Requires RLC PDU transport over Xn (new)

In case of disaggregated deployment, requires F1 signalling (latency impact) if C-plane is used in Xn.


The “reduced latency” aspect seems therefore to be the crucial aspect to consider and should be analysed further. 
For the case of RLC configuration at the serving gNB, it seems clear that there is significant delay to decode the first packet (full Xn exchange plus F1/E1 exchanges for RLC context propagation and tunnel establishment). This is particularly inefficient if the traffic consists of a single small uplink packet.
Observation 2: Relocating the RLC processing to the serving gNB implies control plane exchanges on multiple interfaces before any data arrives at the PDCP entity, with associated delay.

For the case of no RLC relocation, the issue depends on the transport of the RLC PDUs: 
· If the RLC PDUs are sent using a user plane tunnel (e.g. GTP-U based), then there is a need to set up this tunnel for data forwarding, and as a result the latency may not be much better than if the RLC context is moved to the serving gNB – since a full Xn C-plane handshake is needed before any data is sent from the serving gNB.  
· Alternatively, if the RLC PDUs are sent as octet strings in the control plane, the latency is reduced at least for the first uplink packet. For subsequent PDUs, the latency needs to be compared (between initial delay of CP tunnel establishment vs systematic latency of CP).
Observation 3: If the RLC layer stays in the anchor, there is also attendant latency in either setting up tunnels for the RLC PDUs or using control plane transport. However, for the case of single uplink packet, control plane transport provides a combination of short delay and reduced impact.  

Given the above, we can conclude that latency reduction seems possible on the first uplink message using CP transport, and this should therefore be supported by the standard. However, it should also be possible for the anchor to decide that such processing is not desirable (similarly for context relocation, setting up tunnels etc). Hence the solution could support the following:

· Serving gNB may or may not send first uplink PDU in CP

· Anchor gNB may decide:

· Whether to process initial uplink PDU if received

· Whether to relocate full context (anchor relocation)

· If it decides to remain as anchor, whether the UP exchange requires setting up tunnels (in this case we may assume that the RLC configuration is provided to the serving gNB).
The above would allow for full flexibility, depending on local configuration, type of deployment etc, and is described in more detail in the next section.
2.3 Signalling flow

The below figure shows a possible generic signalling flow for the case of no anchor relocation. This flow is intended to provide both low latency for the first RLC PDU, as well as flexibility regarding the relocation of the RLC PDU (which is linked to whether the UE has indicated the need for further data transmission).
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Figure 1: General flow for the no anchor relocation case
1/2/3.
The UE resumes from RRC_INACTIVE following SDT procedures, providing the I-RNTI and UL data.4

4.
The serving gNB requests the last serving gNB to provide UE Context data, including SDT IEs (RLC PDU and Assistance Data). The serving gNB keeps the RLC PDU.
The anchor gNB takes the assistance data into account when deciding whether to relocate the context, relocate the RLC layer and/or process the RLC PDU. If it decides to relocate the context, it replies with RETRIEVE UE CONTEXT RESPONSE and normal path switch procedures follow at the serving gNB.

If, based on the assistance data, the anchor gNB decides not to relocate the context and process the single uplink RLC PDU immediately, it replies with RETRIEVE UE CONTEXT FAIL (containing the RRCRelease message), jumping to step 7.

Otherwise if the anchor gNB decides not to relocate the context, while enabling establishment of UP tunnels for PDCP PDUs:
5.
The anchor gNB sends a (modified) Xn-U ADDRESS INDICATION message to the serving gNB including the RLC configuration, UL anchor DRB endpoints, and indication of whether it requests DL endpoints).

6. (If requested) The serving gNB sends a (modified) Xn-U ADDRESS INDICATION message to the anchor gNB including its DL DRB endpoints for data forwarding.

7.
Anchor decides to release the UE and completes the Context Retrieval procedure by sending a RETRIEVE UE CONTEXT FAIL including the RRCRelease message.

Observation 4: The flow shown provides an example of how the latency could be reduced to a minimum for a single uplink packet transaction, while still enabling full flexibility for anchor gNB behaviour depending e.g. on assistance data and deployment aspects.
3. Proposed Way Forward

The above discussion and flow propose a combined solution that enables low latency for the single packet case, while still allowing full flexibility in terms of gNB behaviour. For example, the anchor gNB may decide to set up user plane tunnels and send the RLC configuration to the serving gNB, based on e.g. assistance data indicating further data traffic, or deployment aspects (F1 exchanges required, adding latency to the processing).
It is proposed to continue studying the impacts and feasibility of this flow in upcoming meetings. An LS to RAN2 could also be sent to indicate some of the aspects that might require RAN2 input (i.e., the feasibility of sending the first RLC PDU to the anchor, and the required signalling for RLC context relocation).

It should also be noted that, while the flow shown has kept all options open in principle, a simpler version is possible by having only two options, i.e.:

· Single uplink PDU handling without context relocation

· Full context relocation and path switch

In this cases, steps 5 and 6 of the flow could be deleted i.e. the anchor would have the choice of either releasing the UE having processed the UL packet, or proceed to context relocation. This should also be considered.
Overall the main proposal is as follows:
Proposal 1: Acknowledge the need to support low latency operation particularly for the single UL packet case and take the flow in this document as a baseline for further study.
4. Conclusions

The following observations are made in this document:
Observation 1: RAN3 should discuss how/where to handle the RLC processing.

Observation 2: Relocating the RLC processing to the serving gNB implies control plane exchanges on multiple interfaces before any data arrives at the PDCP entity, with associated delay.

Observation 3: If the RLC layer stays in the anchor, there is also attendant latency in either setting up tunnels for the RLC PDUs or using control plane transport. However, for the case of single uplink packet, control plane transport provides a combination of short delay and reduced impact.

Observation 4: The flow shown provides an example of how the latency could be reduced to a minimum for a single uplink packet transaction, while still enabling full flexibility for anchor gNB behaviour depending e.g. on assistance data and deployment aspects.

and in conclusion the proposal is as follows:

Proposal 1: Acknowledge the need to support low latency operation particularly for the single UL packet case and take the flow in this document as a baseline for further study.
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