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Introduction

The work item on NR Multicast and Broadcast services has been agreed at RAN#88 in [2].

One important starting point is the existing ongoing work in SA2.

SA2 has now finalized their TR 23.757 [3]. SA2 has also started the stage 2 TS in TS 23.247 [4].  

This paper looks at the issue of minimizing the packet loss during Xn handover.

It builds on previous agreements taken in RAN2 and RAN3.

RAN3 agreements

· For multicast, NR MBS shall provide means for minimization of data loss during mobility

These means may be partly network deployment/implementation partly protocol support

· For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

· Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

· MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

· The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

· RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
RAN2 agreements

Especially for this topic, at RAN2#112, RAN2 agreed to use DL PDCP SN synchronization and the use of data forwarding (see [5]):

· In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.

· From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.

This paper also looks at the realization of data forwarding in both cases of gNB is an aggregated gNB or a disaggregated gNB.

Discussion
Case 1: Aggregated gNB

The use of data forwarding to minimize packet loss has been agreed by RAN2 as reported in [5].
However, we should differentiate two cases:

Case 1: transmission at target is slower than transmission at source: in this case data forwarding can be avoided if source gNB provides its Sequence Number (SN) to target gNB in HO Request message.

Case 2: transmission at target is faster than transmission at source: in this case data forwarding is useful to fill the gap. In order to make it simple, the target gNB can start buffering packets when it receives the HO Request message, e.g. at SN=SN0, then indicate back in HO Request acknowledge to source gNB the value of SN0. Then source gNB can forward data until SN=SN0 to fill the gap.
Proposal 1: source gNB includes its Sequence Number SN1 in HO Request message. Target gNB includes its Sequence Number SN0 in the HO Request acknowledge and a DL TEID if target is faster than source. If target is faster than source, the source gNB forwards data towards the received DL TEID until the received SN0.

Case 2: Disaggregated gNB

The issue may be more complex in case of disaggregated gNB. 
Indeed, it is not clear which node is assumed to buffer the data after SN0 between CU and DU.
Case 2.1 buffering at CU

If buffering of fresh data received from 5GC after HO request at SN0 is done at CU, the CU needs to send the forwarded data and the buffered data to DU over a dedicated F1-U tunnel. Both types of packets are assumed PDCP processed at CU before reaching the DU. The DU can then send first the forwarded packets to UE followed by the packets buffered at CU. The sending from CU can stop and the dedicated tunnel can be released when the DU detects that the packet numbers over PtP leg have caught up the packet numbers over PtM leg. 



Figure 1: minimization of packet loss with buffering at CU
Case 2.2 buffering at DU

If buffering of fresh data (received by DU over the shared F1-U tunnel after HO request at SN0) is done at DU, the CU UP doesn’t need to buffer the PDCP SDUs received from 5GC. It may only forward the data received from source gNB over a dedicated F1-U tunnel after PDCP processing. Then DU can send to UE the forwarded data processed by CU, release the dedicated F1-U tunnel then deliver its own data buffered after SN0.



Figure 2: minimization of packet loss with buffering at DU

Proposal 2: RAN3 to discuss the case of mobility to disaggregated gNB and which node should buffer the fresh data after SN0 during the forwarding until the UE catches up with the PtM leg.
Conclusion and Proposals
This paper has investigated the issue of minimizing packet loss during mobility in both cases of aggregated or disaggregated gNB by using data forwarding. It makes the following proposals:

Proposal 1: source gNB includes its Sequence Number SN1 in HO Request message. Target gNB includes its Sequence Number SN0 in the HO Request acknowledge and a DL TEID if target is faster than source. If target is faster than source, the source gNB forwards data towards the received DL TEID until the received SN0.

Proposal 2: RAN3 to discuss the case of mobility to disaggregated gNB and which node should buffer the fresh data after SN0 during the forwarding until the UE catches up with the PtM leg.

References

[1] RP-172109, Revised Work Item on New Radio (NR) Access Technology, NTT DOCOMO, Inc.
[2] RP-203248, Work Item on NR Multicast and Broadcast Services
[3]  TR 23.757, Study on Architectural Enhancements for 5G Multicast-Broadcast Services
[4] TS 23.247, Architectural Enhancements for 5G Multicast-Broadcast Services 
[5] R2-2011271, Reply LS on RAN Impact of FS_5MBS Study
 S-gNB 





 T-CU CP





T-DU 





End forwarding/release F1U tunnel





HO Request 





Bearer Ctxt setup (CU DL teid, CU UL teid, SN0 buffer)





Catch up PtM ends





 T-CU UP





UE Ctxt setup (CU UL teid, DU DL teid)





HO Request Ack (SN0 buffer, CU DL teid) 





Bearer Ctxt Modify (DU DL teid)





Data forwarding to CU DL teid 





Starts buffering fresh data at SN0





delivers to UE forwarded + buffered data over ptp





Starts buffering forwarded data





Forwarded + buffered data





Release F1U (Ulteid, DL teid)





 S-gNB 





 T-CU CP





T-DU 





End forwarding/release F1U tunnel





HO Request 





Data forwarding ends (SN0)





 T-CU UP





UE Ctxt setup (DU DL teid, SN0 buffer)





HO Request Ack (SN0 buffer, CU DL teid) 





Start buffering at SN0





Data forwarding to CU DL teid 





Delivers to UE forwarded data 





Bearer ctxt setup req (DU DL teid)





Bearer ctxt setup resp (CU DL teid, CU UL teid) 





UE Ctxt modify (CU UL teid)





PDCP processing 





Forwarded data





Release F1U (Ulteid, DL teid)





Delivers to UE buffered and fresh data until catch up PtM ends 









- 2 -

