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1 Introduction

CB: # 75_MBS_Mobility_Supporting

……
*****

- Chair: try to achieve consensus on MBS session info and mapping (QoS flow to MRB vs. session to MRB), if possible; capture in st3 what is agreeable

- Chair: “seamless” HO, discussion on PDCP SN alignment (central entity vs. protocol means), data forwarding details: suggest lower prio for now? Consensus seems challenging

(SS - moderator)
Summary of offline disc R3-211031
2 For the Chairman’s Notes

Propose the following:

Proposal 1: PDCP SN is assigned according to a ‘SN from CN’.
Proposal 2: Whether the mapping from QoS flow to MRB should be restricted is FFS

Proposal 3: Source gNB forwards the data to the target gNB to reduce the data loss during the mobility. 

Proposal 4: Whether source gNB includes the current PDCP SN of each MRB in HO Request message is FFS.

Proposal 5: How to indicate the source gNB that data forwarding should be stopped is FFS.

3 Discussion [if needed]

3.1 DL PDCP SN Synchronization
During the discussion in previous meeting, RAN3 and RAN2 agreed in order to support the lossless handover for 5G MBS service, the DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side. RAN3 works on the coordinated assignment of PDCP SN within a gNB and between gNBs. 

Agreement in RAN3:

· For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 
· RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
Agreement in RAN2:
· In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.

According to the proposals submitted to RAN3#111-E, in order to achieve the DL PDCP SN synchronized and continuous between gNBs, at least two conditions need to be meet:

1. PDCP SN should be derived from a common source.

2. The mapping rule from QoS flow to MRB should be restricted.

Whether/how to meet the conditions are summarized in below section 3.1.1 and section3.1.2 respectively.

3.1.1 PDCP SN Derivation

For lossless handover, DL PDCP SN is required to be synchronized and continuous between the source cell and the target cell, therefore the PDCP SN should be derived from a common source. There are several options are proposed about how to derive a synchronized PDCP SN between gNBs. Contribution in [1][7][10][17][19][20][23][29] propose the synchronized PDCP SN is derived from the SN included in the NG-U interface. Contribution in [24] proposes the synchronized PDCP SN is achieved by a central CU-UP node. Contribution in [14] and [22] propose no need to keep the PDCP SN synchronized between gNBs, e.g. lossless is achieved by knowing the PDCP offset in gNB and UE, or relay on application layer to detect data loss or data duplication.

The moderator thinks unsynchronized PDCP SN is not following the agreements we reached before. So moderator suggests that the discussion should focus on the options summarized in below:

A. PDCP SN is assigned according to the SN in the GTP-U header of MBS packet sending from UPF to gNB. SN in the GTP-U header is per tunnel.

B. PDCP SN is assigned according to  QFI SN of MBS packet sending from UPF to gNB.  QFI SN is per QoS flow. Whether the existing IE or new IE is FFS.
C. PDCP SN is assigned according to the per-QoS-flow-group SN which is tagged to the DL MBS packets in GTP-U. The gNB provides the grouping information toward the core network upon MBS context establishment.

D. Synchronized PDCP SN between gNBs is achieved by a central gNB-CU-UP serving multiple gNBs.

Q1: Do companies agree to keep the previous agreement that DL PDCP SN between gNBs is coordinated assigned and DL PDCP SN synchronization between gNBs is guaranteed? In addition, which options can be used to derive synchronized PDCP SN between gNBs?

	Company
	Answer
	Comment

	Samsung
	Yes
	We need to keep the previous agreement which is reached after serious discussion.

No strong view on Option A or option B. Both are fine to us. Option A is slightly preferred. Since maybe can re-use existing SN in the header. Just let UPF always sends this SN for MBS service.

Option D can not be used all the cases.

	Nokia
	Yes
	Our option is to include a new per-QoS flow IE in TS 38.415 for MBS similar to the existing DL QFI SN. Please see our tdocs 171 and 172. So this is similar to B but not exactly as we use a dedicated IE. It seems this is not represented in your list…  can you add it?

	Lenovo, Motorola Mobility
	Yes
	We need follow the previous agreements which were made in both RAN2 and RAN3.

Option A, B, C can be summarized as one high level solution: the PDCP SN is assigned according to a ‘SN from CN’. We can try to agree the high-level solution and then discuss the variants in next meeting. 

Option D has strong restriction on network development and can not be used in all the cases.

	Huawei
	Yes
	Option A or Option B.
The DL PDCP SN synchronization can be achieved on the premise that the mapping between MBS flow and MBR is the same across different gNBs. Besides, to avoid discontinuous and duplicated PDCP SNs, Option A and Option B can work on the following conditions:

· Option A: one to one mapping between MBS Session and MRB should be guaranteed 
· Option B: one to one mapping between MBS flow and MRB should be guaranteed

Option C is complicated compared to Option A and Option B. 

Option D will pose restriction on the network deployment and thus is not universally applicable.

	Intel
	Yes
	We shouldn’t easily reverse a previous agreement.

Option A or B



	CATT
	Open
	If PDCP COUNT (not PDCP SN since PDCP status report is based on the COUNT) is to be synchronised, we prefer Option B or C.

Option A is not acceptable for us as it limit the mapping (see below), and Option D is not acceptable for us as it limit the network deployment.

To Nokia: we appreciate your proposal to add a new 32-bit per-QoS-flow SN…but why bother include both the new 32-bit SN and the old 24-bit SN simultaneously for one type of PDU? One SN is already sufficient enough anyhow.

	CMCC
	Yes
	Option A or Option B are acceptable. We prefer to reuse the existing SN in GTP-U header or reuse DL QFI SN in "GTP-U Container" GTP-U Extension Header.

	Ericsson
	
	SYNC is out of scope of Rel 17, please bear this in mind. Options A,B,C are clearly out of scope of Rel-17. We cannot be honest to go for those options.

If we go for this SYNC variants, then I would like to have a 5GS-wide discussion about it, not only RAN3 focused.

Option D does not require any discussion about SYNC. And yes, if you want to exploit the best pieces of our RAN architecture possibilities for MBS you have to consider deployment variants that fit best. If a deployment choses to not exploit the advantages of the features we had introduced in Rel-15, it becomes sub-optimum, that is obvious.

Considering a CU-UP close to the UPF is such an obvious choice for MBS that I cannot understand the reluctance even from operators. This entity can be created/configured on a per-need basis, it could be expanded if the multicast service area expands dynamically, it could be co-located with the UPF, all those nice possibilities opened by the highly modern buzz words “cloud”, “general purpose platforms” and what not.

Having a central entity for PDCP SN allocation can even help in case of interworking with non-supporting RAN nodes and makes data forwarding obsolete completely, aiding quality of experience -  open your eyes and your hearts for the obvious!

	LGE
	Yes
	Option A or B for further discussion

	vivo
	Yes
	Agree with other companies that we should stick to the previous agreement which is achieved after several RAN2 and RAN3 online/offline discussion.

We support Option A and Option B.

From our side, Option A and Option B is the simplest way to achieve DL MRB PDCP SN synchronization as the GTP-U SN (per tunnel or per QFI) has been supported by CN, which does not result in much specification impacts.

Option C may introduce much interface signaling overhead between RAN and CN, which is not preferred.
For Option D,  we understand that the central gNB-CU-UP plays similar role with MCE in LTE. However, it has been agreed that no MCE in R17 MBS.

	Qualcomm
	Yes
	Option A is preferred.

In case any issue is found in option A, we can use option B.

	ZTE
	Open
	RAN2 is still evaluating the impact of PDCP SN sync, we can wait for RAN2’s progress on the support of DL PDCP SN between gNBs.
For option A and option B, PDCP SN based on GTP-U SN or QFI SN will obey and restrict the flexibility of the Qos flow<->MRB mapping rules. We think MBS sessions may also include all kinds of services, e.g. GBR/non-GRB. Thus, Qos flow<->MRB mapping should be dynamic and flexible.

For option C, “per-QoS-flow-group SN ” solution also have limitations on Qos flow<->MRB mapping rules. And it requires the gNB provides the grouping information toward the core network which leads to increased complexity.


Summary:

12 companies have provided views. 10 companies prefer B. 8 companies prefer A or B. One company prefers to use centralized CU-UP. One company clarified should use COUNT sync instead of SN sync. One company prefer to wait for RAN2.

There is majority view to support DL PDCP SN synchronization based on the SN sending in NG-U to support lossless handover. Centralized CU-UP can be used in some cases but doesn’t work for aggregated gNB case. 
Proposal 1: PDCP SN is assigned according to a ‘SN from CN’.
3.1.2 Mapping from QoS flow to MRB
Another condition is the mapping from MBS QoS flow to MRB should be restricted. In one aspect, the mapping strategy has relationship with the DL DPCP SN derivation. e.g. if the DPCP SN is assigned based on QFI SN, means a MRB is mapped with a single MBS QoS flow. Otherwise, if the MRB is mapped with multiple MBS QoS flows, the PDCP SN within this MRB will be duplicated. In another aspect, in order to keep DL PDCP synchronization and continuity between gNBs, the mapping in different gNBs should be same. These aspects are identified in the contributions and several options are proposed as listed in below:

A. One-to-one mapping between MBS QoS flow and MRB, MBS QoS flows are not multiplexed over an MRB.

B. One-to-one mapping between MBS Session and MRB. All the MBS QoS flows in a MBS session are mapped to the same MRB.

Q2: Do companies agree the mapping rule from MBS QoS flow to MRB should be restricted. In addition, which option is used to restrict the mapping?

	Company
	Answer
	Comment
	

	Samsung
	Yes
	The mapping rule should be restricted. No strong view on option A or option B. should keep consistence with Q1.
	

	Nokia
	Yes
	We propose option A in Nokia paper 171.
	

	Lenovo, Motorola Mobility
	Yes
	We agree that the mapping between MBS QoS flow and MRB should be aligned between two gNBs. Addition to option A and option B, there may be another solution. For example, if the GTP-U SN is used for PDCP SN synchronization, there is no need to restrict the mapping rule. And the gNBs just need to have same mappingship.
	

	Huawei
	Yes
	Either Option A or Option B can work.

For Option A, PDCP SN can be set according to the QFI SN.

For Option B, PDCP SN can be set according to the GTP-U SN.
	

	Intel
	Yes
	Same view as Samsung
	

	CATT
	No
	We think neither option is proper. Limiting flow-to-RB mapping is neither reasonable nor necessary.

Why not reasonable:

RAN2 is also discussing flow-to-MRB mapping, and in this meeting it was summarised (after some discussion over the e-mail) in R2-2102249 that:

*****************QUOTE*****************

Contributions [3][7][8][12][16] all held a view that one MBS session (including one or multiple MBS QoS flows) can be mapped to one MBS Radio Bearer. More specifically, that is multiple MBS QoS flows corresponding to one MBS session can be mapped into one or more MBS radio bearers. 

Rapporteur’s Summary:

(5/16) contributions have provided proposals on the mapping relation between MBS QoS flow and MBS radio bearer. All these contributions share the same view. Rapporteur thinks the proposed view is following the existing NR QoS flow mapping rules and SA2 conclusions and can be easily agreeable. 

Therefore, rapporteur proposes the following proposal:

Proposal 2: Multiple MBS QoS flows corresponding to the same MBS session can be mapped to one or more than one MBS radio bearers.

*****************END*****************

In addition, Option B is especially not reasonable, since the major motivation to split so many QoS flows is to schedule packets differently over Uu, which means mapping to multiple RBs are inevitable.

Why not necessary:

As shown in [14], it is not complex to achieve PDCP COUNT synchronization regardless of how QoS flows are mapped into MRBs.
	

	CMCC
	Yes
	We are fine with option A or option B, but it should be consistent with Q1, i.e., if option A, PDCP SN can be set according to the QFI SN, if option B, PDCP SN can be set according to the GTP-U SN
	

	Ericsson
	
	you see the troubles you are running into if you don’t want to go for the most obvious solution, a central CU-UP?

Option A is clearly limiting.

You are just adding up to the arguments why the ABC approaches for PDCP SN sync are not to be chosen!

If the SYNC protocol would terminate high up in the application, it would be clear how to deal with adding information that would aid allocating the appropriate PDCP SN, but this information is lost in the transport part of the 5GC. As SYNC is out of scope in Release 17, for good reason, I assume, please keep this discussions for future releases only. 
	

	LGE
	Yes
	Option A or B are linked to Q1. 
	

	vivo
	Yes
	Option A and Option B both can work.

For Option A, PDCP SN can be set according to the QFI SN, which is applied to MBS service with high reliability requirement.

For  Option B, PDCP SN can be set according to the GTP-U SN, which is applied to MBS service with rather low reliability requirement.
	

	Qualcomm
	Yes
	Option A is easy to do in R17. We can consult RAN2 on whether to support option B in R17.
	

	ZTE
	NO
	We disagree with the above two options, since PDCP SN based on GTP-U SN or QFI SN will violate and restrict the flexibility of the QoS flow<->MRB mapping rules. We think MBS sessions may also include all kinds of services, e.g. GBR/non-GRB. Thus, Qos flow<->MRB mapping should be dynamic and flexible.
	


Summary:

11 companies have provided views. 9 companies think the mapping from QoS flow to MRB should be restricted. 3 companies think the restriction is needn’t. 1 company thinks the mapping needn’t be restricted but should be same between gNBs.

Proposal 2: Whether the mapping from QoS flow to MRB should be restricted is FFS.

3.2 Data forwarding
Without MBSFN mode, the transmission in source gNB and target gNB are not synchronized. It is due to the gNB may have different buffer status and different scheduling progress. The de-synchronization leads to packets loss during the UE mobility. In contribution [1][6][12][17][20][23][29], the data forwarding is needed in the below scenarios:

· Target transmission is ahead of source transmission

· Target gNB has just started to provide the MBS sessions during/after the HO of this UE

· Target doesn’t support MBS

· DRB to MRB handover.

The agreement for data forwarding in RAN2 is:

· From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.

Q3: Do companies agree the source gNB forwards the data to the target gNB to reduce the data loss during the mobility in case, e.g. if target transmission is ahead of source transmission?

	Company
	Answer
	Comment

	Samsung
	Yes
	Data forwarding is needed to reduce the data loss.

	Nokia
	Yes
	

	Lenovo, Motorola Mobility
	Yes
	

	Huawei
	Yes
	

	Intel
	Yes
	

	CATT
	Yes
	Data forwarding can be beneficial even the target transmission is not ahead, e.g. if the UE missed one packet in the source side, the source gNB can still forward it toward the target to make it retransmitted there.

	CMCC
	Yes
	

	Ericsson
	No
	Why would you provide information to a node that receives this information already, from the same source? There is no technical evidence in the necessity of doing so. It would even downgrade the performance if the target would try to schedule dedicated data for the UE while the data stream would have progressed already further as compared to the delayed forwarded data.

This solution is broken in our understanding and of no use.

Rel-15 introduced the requirement for the F1-U protocol to buffer data until the final ack came from the DU. This buffer functionality can be used for MBS - it is there already, to compensate any timing difference. And with a central CU-UP entity there is no need to forward data at all!

	LGE
	Yes
	

	vivo
	Yes
	Data forwarding is beneficial at least for the case that the target gNB joins the multicast group later than source. Under this case, there may exists that packets which are not received successfully by UE are not in the data buffer of target.

	Qualcomm
	Yes
	Reliability introduced by data forwarding is a key benefit of multicast. Otherwise, broadcast + MII (MBMS Interest Indication) is good enough.

	ZTE
	Yes
	If target transmission is ahead of source transmission, data forwarding is necessary.


Summary:

12 companies have provided views. 11 companies agree the source gNB can forward the data to the target gNB to reduce the data loss during the mobility.

There is majority view to support the data forwarding and it is aligning with RAN2 agreement. It is proposed to agree proposal 3.
Proposal 3: Source gNB forwards the data to the target gNB to reduce the data loss during the mobility. 

3.2.1 Data forwarding decision

In contribution [6][12][17][23], the data forwarding is necessary in some cases. e.g. in case of the target transmission is faster than the source transmission, the data forwarding is needed. While in case of target transmission is slower than the source transmission, the data forwarding is not needed. Therefore the source gNB should indicate the current PDCP SN status of each MRB in source in Handover Request message. Based on it, the target gNB can either start buffering the data or decide to allocate the address for data forwarding when needed, e.g. if the target PDCP SN is ahead of source PDCP SN.

Q4: Do companies agree the source gNB includes the current PDCP SN status of each MRB in source in HO Request message?

	Company
	Answer
	Comment

	Samsung
	Yes
	It is better to include it in the HO Request message than in SN Status Transfer message. Since target gNB can decide whether data forwarding tunnel should be setup based on transmission status in source side and in target side. It is align with the existing principle used in normal handover.

	Nokia
	Yes
	

	Lenovo, Motorola Mobility
	Yes
	We support to include the current transmission status as ‘PDCP SN’ to target gNB in Handover Request message to avoid unnecessary data forwarding. 

	Huawei
	Yes
	Sending the source PDCP SN status to target via HO Request can help the target decide to buffer the data ( for target faster case) or help the target decide to not to setup data forwarding tunnel ( for source faster case).

	Intel
	Yes
	

	CATT
	No (slightly prefer not)
	This will cause extra delay if gNB-CU-CP/UP split architecture is used, as the source gNB-CU-CP has to fetch the PDCP status at first.

Considering its beneficial is not significant, we slightly prefer to follow the legacy solution, i.e. to include it in the SN Status Transfer message.

	CMCC
	Yes
	We support the source gNB should indicate the current PDCP SN status of each MRB in source in HO Request message. 

While in case of target transmission is faster than the source transmission, the target will know the missing data packets of UE based on the source PDCP SN status and the target will decide whether to request those packets sending by source based on the buffer information in target.

While in case of target transmission is slower than the source transmission, the source PDCP SN status is also needed. The target will know the current receiving packets of UE in source. The target will continue to send the data packets whose number is ahead of source PDCP SN to avoid repeat transmission after the HO.

	Ericsson
	No
	It will be the UE at the target side that provides the SN Status and cause individual re-transmission.

	LGE
	Yes
	

	vivo
	Yes
	We think this is the most straightforward way to assistant gNB to decide whether data forwarding tunnel should be setup.

	Qualcomm
	Yes
	

	ZTE
	No
	NG-U SN status instead of the PDCP SN status can be included in HO Request message and work well.
We think the source gNB could include the packet status(i.e. receiving status from UPF) in HO Request message to help the target decides whether buffer data for handover UE. 


Summary:

12 companies have provided views. 9 companies agree and 3 companies said “no”.

There is majority view to support it. But since how to define synchronized SN is still ongoing. Moderator proposes to keep this issue open.

Proposal 4: Whether source gNB includes the current PDCP SN of each MRB in HO Request message is FFS

3.2.2 Data forwarding stop indication
For the unicast transmission, the source NG-RAN node receives one or several GTP-U end marker packets per PDU session from the UPF and replicates the end marker packets into each data forwarding tunnel when no more user data packets are to be forwarded over that tunnel. However, for MBS service, the shared NG-U delivery is used, the MBS-UPF will continue send data to the source gNB when a UE is handover to the target. Regarding how to stop the data forwarding in the source gNB, several options are proposed in the contribution [6][12][17][20][23][29]. In summary, 

A. Target gNB tells source gNB the current PDCP SN of each MRB. The source gNB knows what packets to forward and source gNB knows when to stop data forwarding. Using existing message or new message is FFS.

B. A message from target gNB to source gNB can be used to stop per-UE data forwarding. Using existing message or new message is FFS.

C. Based on per-UE end marker from UPF to source gNB over the shared GTP-U tunnel. How to indicate per-UE end marker in a shared tunnel is FFS.

Q5: Which option is used to indicate the source gNB the data forwarding should be stopped?
	Company
	Answer
	Comment

	Samsung
	A
	Option A and option B are fine to us. Using option A, the target SN can be included in HO Request Ack message. No need to define a new message. While for option B, maybe a new message is needed. Therefore slightly prefer option A.

For option C, it is not efficient to include per-UE indication in a shared tunnel.

	Nokia
	A or B
	Options A and B are good candidates. Evaluation to be continued.

	Lenovo, Motorola Mobility
	A or B or C
	We confirm the issue should be solved. So far, we have no strong view on the options. We can follow the majority’s view. 

	Huawei
	A
	Option A is straightforward and simple. The target PDCP SN status can be sent to the source via the HANDOVER REQUEST ACKNOWLEDGE message. No need for a new message.

	Intel
	A or B
	

	CATT
	any
	We are open for all these three.

To Samsung: For Option C, we have to work out with a per-UE indicator over shared N3 anyhow if we wish to support data loss minimisation for handover from “supporting” toward “non-supporting”. Nevertheless we are open on whether it should be supported.

	CMCC
	A or B
	The target gNB can send current PDCP SN of each MRB to source in HO Request ACK message without introducing a stop message between two gNBs.  

Also, in our view, there is another option to indicate source gNB when the data forwarding should be stopped. The target can send the latest PDCP SN in its buffer to notify source gNB. The source gNB knows what packets to forward and will reduce the number of forwarded packets since some packets are buffered in target. Meanwhile, source gNB knows when to stop data forwarding.

	Ericsson
	none
	

	LGE
	A or B
	To be further evaluated based on the detailed information

	vivo
	A or B
	Option A or B can be taken as candidates to further discuss.

From our understanding, the logic of Option A and Option B is same. The difference of these two option is whether the data forwarding stop indication is explicit (Option A) or implicit (Option B).

Option C  needs CN work to realize per-UE end marker, which is not preferred.

	Qualcomm
	A or B
	

	ZTE
	D
	We prefer Option D, which is similar with option A, but based on NG-U SN. 

We think the target gNB could include the packet status (i.e. receiving status from UPF) in HANDOVER REQUEST ACKNOWLEDGE message to help the source decides when to stop data forwarding. 


12 companies have provided views. The views are not converging.

Proposal 5: How to indicate the source gNB that data forwarding should be stopped is FFS.
3.3 Other issues

Several related issues are proposed in the contributions. In [13], if the CN triggers the MBS modification in the source gNB during a handover procedure of a MBS UE, the target gNB needs to get the new MBS configuration when NG-U TNL path of this MBS is setup. Therefore Non-UE associated NGAP signaling should be used to update the MBS configuration and non-UE associated NGAP signaling should be used for the target gNB to get the fresh MBS configuration. In [26], it is proposed a MBS session start/stop message can be used for multicast and MBS session modification message is needed. In [3], it is proposed the gNB sends a message to the CN to request the setup/release of N3 shared tunnel.  In [8], it is proposed to define non-UE associated procedures in NG/ E1 to achieve the shared NG-U establishment and to define non-UE associated procedure in F1 to achieve the shared F1 establishment. 

In summary, [13][26][3][8] proposed:

· MBS session start/stop/modification is needed for multicast service. 

· Non-UE associated message in NGAP to setup/release the shared NG-U tunnel.

· Non-UE associated message in E1 to setup the shared NG-U tunnel.

· Non-UE associated message in F1 to setup the shared F1 tunnel.

It may be duplicated with the discussion in CB: # 71_MBS_NGsessionMgmt and CB: # 73_MBS_BearerMgmt_F1_E1. Moderator suggests we wait for the discussion in CB#71 and CB#73. We can further discuss if the corresponding TP is needed or not in the second round of email discussion. 

4 Conclusion, Recommendations [if needed]

If needed
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