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Introduction
For CPAC, the last RAN3-110e agreed the following based on email discussion [1]: 
RAN3 discuss CPAC in (NG) EN-DC and NR-DC.
Start to Focus on CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC, if time allows, other cases can be discussed pending to RAN2 progress

Start CPAC discussion based on the conventional DC procedures:
CPA: SN addition procedure for CPA
MN initiated inter SN CPC: MN initiated SN Change procedure, i.e. CPA + SN release
SN initiated inter SN CPC: SN initiated SN Change procedure
FFS on direct inter-SN communication

Target SN to make the decision on the prepared PSCell or PSCells (if decided to be allowed).
WA: target SN to provide the prepared PSCell id (or PSCell ids, if decided to be allowed) to the MN for CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC
WA: Support Early Data Forwarding in CPAC.
WA: in case of MN initiated inter-SN CPC, to support early data forwarding, the MN needs to inform source SN about CPC triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.
Support Late Data Forwarding in CPAC. 
WA: in case of both MN and SN initiated inter-SN CPC, to support late data forwarding, it is needed to inform the source SN about the successful CPC execution and UE accesses to the target SN, details FFS. RAN3 waits for RAN2 progress before discussing further details.

In this contribution, we share our views on inter MN-SN signalling design for CPAC. 
Discussion
There are many scenarios we should consider for CPAC, i.e. CPA, SN initiated intra-SN CPC (with MN involvement), MN-initiated inter-SN CPC, and SN initiated inter-SN CPC. But in terms of inter MN-SN signalling design for CPAC, the key scenarios we should study is the first two, which will be baseline for the last two scenarios. Moreover, there is no case that CPA and SN-initiated intra-SN CPC happens simultaneously with the same SN. It is worth studying two scenarios separately. 
In the following subsections, we discuss inter MN-SN signalling design for (1) CPA and (2) SN-initiated intra-SN CPC with MN involvement. 
   Conditional PSCell Addition
Conventionally, SN has been responsible for choosing the right PSCell and SCG SCells on its own for the UE. During SN addition, MN provides measurement results in the candidate cell info lists (in CGConfig-Info) and PCell ID so that SN can select suitable ones (among neighboring cells of the PCell indicated).
That’s why the conventional SN Addition procedure has been designed as “not cell-specific”, which is totally different to HO signalling where the source explicitly requests for a specific target cell. 
This “SN’s control” should be honoured when we design signalling for CPAC. In [1], there were a few companies who would like to bring parallel SN Addition procedure. However, triggering SN Addition procedure (i.e. sending SN ADD REQ) in a parallel fashion does break this principle. The MN does not know how many PSCells that SN would like to configure for CPAC. One may argue that MN can trigger parallel SN ADD REQ messages for each and every cells in the candidate cell info lists (within CGConfig-Info), so that SN can reply acknowledge or failure separately based on its decision. But this indeed makes signalling design unnecessarily complicated. In fact, the contents of the SN ADD REQ message (e.g. UE security capabilities, SN security key, Bearer/PDU session resources to be added, etc.) are all “not cell-specific” and thus don’t have to be repeated. 
Proposal 1: For CPA, MN sends only one SN ADD REQ message to the SN.
Based on the received SN ADD REQ message, SN will choose candidate PSCells, establish UE contexts, allocate SN resources, and then reply to the MN. 
If we force SN to reply only one SN ADD REQ ACK message, then it unnecessarily limits admission results (and forwarding addresses, if applicable) for the chosen candidate PSCells are all identical. In fact, within the umbrella of SN, cells could be served by different DU or CU-UP entities. Admission result could be different for different candidate PSCells. 
Of course, we can enhance SN ADD REQ ACK message to carry multiple admission results. But this would incur huge changes on the message. 
As a result, in case of CPA, we think it is better to let SN reply multiple SN ADD REQ ACK messages depending on the admission status of those chosen candidate PSCells. 
Currently, when MN sends SN ADD REQ message, it only includes MN UE X2/XnAP ID expecting SN to allocate the associated SN UE X2/XnAP ID that establishes UE-association between MN and SN. This can be used for distinction in a way that SN allocates different SN UE X2/XnAP IDs when replying multiple SN ADD REQ ACK messages. Having separate UE-association for different admission results can be beneficial, considering subsequent procedures such as X2AP Data Forwarding Address Indication, XnAP Xn-U Address Indication, Early Status Transfer that may happen before the UE executes CPA. 
However, those procedures are not all that happen between MN and SN before the UE executes CPA. According to RAN2, whenever conditional PSCell configuration is configured to the UE, the UE confirms by relying RRC(Connection)ReconfigurationComplete, which is forwarded to the SN via MN through the SN RECONFIGURATION COMPLETE message. Moreover, when the UE executes CPA, the UE also sends ULInformationTransferMRDC, which is forwarded to the SN via MN through the RRC TRANSFER message. These two messages from MN to SN are agnostic to different admission results and, if multiple UE-associations were established, it is unclear which UE association to use for these two messages. 
Therefore, it is better to establish only one UE association during CPA, and differentiate multiple SN ADD REQ ACK messages by a parallel identifier (e.g. similar to Transaction ID). Having the same UE association, such parallel identifier can be used for subsequent procedures such as X2AP Data Forwarding Address Indication, XnAP Xn-U Address Indication, and Early Status Transfer. 
Proposal 2: For CPA, upon receiving one SN ADD REQ message, the SN replies multiple SN ADD REQ ACK messages if admission results are different for candidate PSCells. 
Proposal 3: When replying multiple SN ADD REQ ACK messages, the SN uses the same SN X2/XnAP UE ID. That is, only one UE association is established between MN and SN. Different responses over multiple SN ADD REQ ACK messages are differentiated by a parallel identifier. 
Proposal 4: Such parallel identifier is also used to differentiate subsequent procedures, e.g. X2AP Data Forwarding Address Indication, XnAP Xn-U Address Indication, Early Status Transfer, under the same UE association.
Proposal 5: For CPA, FFS whether it is better to separate SN ADD REQ ACK message for each and every candidate PSCell or not.
   SN-initiated Intra-SN CPC with MN involvement
Another important scenario we should study is intra-SN CPC with MN involvement, which is triggered by SN sending the SN MOD REQD message. In Rel-16, we only allowed intra-SN CPC without MN involvement, so there was no case that SN requests MN to modify or release resources when sending the SN MOD REQD message. In Rel-16, intra-SN CPC happened transparently to the MN. 
Again, the candidate PSCells chosen by SN may require different modification or release of resources between MN and SN. For example, before SN-initiated intra-SN CPC is triggered, there could be two MN-terminated DRBs (DRB1 and DRB2), both using SCG resources. A chosen candidate PSCell may admit only DRB1 while another candidate PSCell admits only DRB2. Or, SN may need to provide different TNL or forwarding addresses. For example, some candidate PSCells can be associated with different DU entities than that of current PSCell serving the UE. 
Then, how can we support? Here, SN-initiated intra-SN CPC is triggered from the existing SN that has been serving the UE. There has been only one UE association between MN and SN. 
As a result, similarly to CPA, there are two ways: either we stick to a single SN MOD REQD message and enhance it to include multiple requests, or allow parallel SN MOD REQD messages under the same UE association. We think the latter is better as the former may incur huge changes on the message. Any IE similar to Transaction ID can be assigned by the SN to differentiate parallel SN MOD REQD messages under the same UE association. Such parallel identifier can be also used to differentiate subsequent procedures, e.g. a nested MN-initiated SN modification procedure. 
Proposal 6: For SN-initiated intra-SN CPC with MN involvement, the SN sends multiple SN MOD REQD messages if different modification or release of resources between MN and SN are required for candidate PSCells. 
Proposal 7: When SN sends multiple SN MOD REQD messages, the same UE association (which has been operational) is kept. Different requests are differentiated by a parallel identifier. 
Proposal 8:  Such parallel identifier is also used to differentiate subsequent procedures, e.g. a nested MN-initiated SN modification procedure.
Proposal 9: For SN-initiated intra-SN CPC with MN involvement, FFS whether it is better to separate SN MOD REQD message for each and every candidate PSCell or not.
Conclusion
Based on the discussion in the present contribution and the observations above we propose: 
Proposal 1: For CPA, MN sends only one SN ADD REQ message to the SN.
Proposal 2: For CPA, upon receiving one SN ADD REQ message, the SN replies multiple SN ADD REQ ACK messages if admission results are different for candidate PSCells. 
Proposal 3: When replying multiple SN ADD REQ ACK messages, the SN uses the same SN X2/XnAP UE ID. That is, only one UE association is established between MN and SN. Different responses over multiple SN ADD REQ ACK messages are differentiated by a parallel identifier. 
Proposal 4: Such parallel identifier is also used to differentiate subsequent procedures, e.g. X2AP Data Forwarding Address Indication, XnAP Xn-U Address Indication, Early Status Transfer, under the same UE association.
Proposal 5: For CPA, FFS whether it is better to separate SN ADD REQ ACK message for each and every candidate PSCell or not.
Proposal 6: For SN-initiated intra-SN CPC with MN involvement, the SN sends multiple SN MOD REQD messages if different modification or release of resources between MN and SN are required for candidate PSCells. 
Proposal 7: When SN sends multiple SN MOD REQD messages, the same UE association (which has been operational) is kept. Different requests are differentiated by a parallel identifier. 
Proposal 8:  Such parallel identifier is also used to differentiate subsequent procedures, e.g. a nested MN-initiated SN modification procedure.
Proposal 9: For SN-initiated intra-SN CPC with MN involvement, FFS whether it is better to separate SN MOD REQD message for each and every candidate PSCell or not.
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